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Preface

This is a set of lecture notes for the 3rd year course “Advanced Algorithms” which I gave in
Tsinghua University for Yao-class students in the Spring and Fall terms in 2011. This set of notes
is partially based on the notes scribed by students taking the course the first time it was given.
Many thanks to Xiahong Hao and Nathan Hobbs for their hard work in critically revising, editing,
and adding figures to last year’s material. I’d also like to give credit to the students who already
took the course and scribed notes. These lecture notes, together with students’ names can be found
in the Spring 2011 course website.

This version of the course has a few topics different than its predecessor. In particular, I re-
moved the material on algorithmic applications of Finite Metric Embeddings and SDP relaxations
and its likes, and I added elements of Fourier Analysis on the boolean cube with applications
to property testing. I also added a couple of lectures on algorithmic applications of Szemerédi’s
Regularity Lemma.

Except from property testing and the regularity lemma the remaining topics are: a brief revi-
sion of the greedy, dynamic programming and network-flows paradigms; a rather in-depth intro-
duction to geometry of polytopes, Linear Programming, applications of duality theory, algorithms
for solving linear programs; standard topics on approximation algorithms; and an introduction to
Streaming Algorithms.

I would be most grateful if you bring to my attention any typos, or send me your recommenda-
tions, corrections, and suggestions to papakons@tsinghua.edu.cn.

Beijing, PERIKLIS A. PAPAKONSTANTINOU
Fall 2011

— This is a growing set of lecture notes. It will not be complete until mid January 2012 —


papakons@tsinghua.edu.cn
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Chapter 1
Big-O Notation

When talking about algorithms (or functions or programs), it would be nice to have a way of
quantifying or classifying how fast or slow that algorithm is, how much space it uses and so on.
It is useful to present this quantification in relation to the size of the algorithm’s input, so that it
is independent of the peculiarities of the problem. In this chapter we introduce the big-O notation
which among other things it can be used to quantify the asymptotic behavior of an algorithm as a
function of its input length n measured in bits.

1.1 Asymptotic Upper Bounds: big-O notation

Let T'(n) be a function, say, the worst-case running time of a certain algorithm with respect to
its input length n. What we would like to point out here is that worst-case running time is a
well-defined function. Contrast this to the running time of an algorithm which is in general not
a function of the input length (why?). Given a function f(n), we say that T'(n) € O(f(n)) if,
for sufficiently large n, the function 7'(n) is bounded from above by a constant multiple of f(n).
Sometimes this is written as 7'(n) = O(f(n)).

To be precise, T'(n) = O(f(n)), if there exists a constant ¢ > 0 and ng > 0 such that for all
n > ng, we have T'(n) < cf(n). In this case, we will say that 7" is asymptoticly upper bounded

by f.

cfin)

/ T(n)

For a particular algorithm, different inputs result in different running times. Notice that the



running time of a particular input is a constant, not a function. Running times of interest are the
best, the worst, and the average expressing that the running time is at least, at most and on average
for each input length n. For us the worst-case execution time is often of particular concern since
it is important to know how much time might be needed in the worst case to guarantee that the
algorithm will always finish on time. Similarly, for the worst-case space used by an algorithm.
From this point on unless stated otherwise the term “running time” is used to refer to “worst-case
running time”.

Example. Take Bubble Sort as an example, shown in Algorithm 1. This is an algorithm correct
for the SORTING problem, which has the obvious definition. We see that the number of outer loops
and the number of inner loops together determine the running time of the algorithm. Notice that
we have:

the number of outer loops < n

the number of inner loops < n

Therefore, a rough estimation on the worst-case running time is O(n?). This bound can be proved
to be asymptotically tight.

Algorithm 1: Bubble Sort

input : L: list of sortable items
output: ': list of sorted items in increasing order

repeat
swapped = false;

for i < 1 to length(L) - 1 do
if L[ — 1] > L[i] then
swap( L[i-1], L[i] )
swapped = true
end
end
until not swapped,
return L
An important skill required in the design of combinatorial algorithms is constructing examples.
In this case, infinite families of examples. The more interesting direction in bounding the running
time is what we did before, i.e. to upper bound it. We showed that T'(n) = O(n?). How do we
know we have not overestimated things? One way is to show that T'(n) = Q(n?). To do that, we
construct an infinite family of examples parametrized by n where the algorithm takes Q(n?). In this
case, given n we can consider as input (n,n — 1,..., 1) and conclude that on this input Algorithm
1 makes 2(n?) many steps'.

! To be very precise we should have treated n as the input length in the number of bits in the input (and not
the number of integers). For example, the above input for a given n has length ~ n log n (each integer requires about
log n many bits to be represented). However, it is an easy exercise to do the (annoying) convention between m integers
represented in binary that altogether have length n bits.



Chapter 2

Interval Scheduling

In this lecture, we begin by describing what a greedy algorithm is. UNWEIGHTED INTERVAL
SCHEDULING is one problem that can be solved using such an algorithm. We then present
WEIGHTED INTERVAL SCHEDULING, where greedy algorithms don’t seem to work, and we must
employ a new technique, dynamic programming, which in some sense generalizes the concept of a
greedy algorithm.

2.1 Facts about Greedy Algorithms

Most greedy algorithms make decisions by iterating the following 2 steps.
1. Order the input elements
2. Make an irrevocable decision based on a local optimization.

Here, irrevocable means that once a decision is made about the partially constructed output, it is
never able to be changed. The greedy approach relies on the hope that repeatedly making locally
optimal choices will lead to a global optimum.

Most greedy algorithms order the input elements just once, and then make decisions one by
one afterwards. Kruskal’s algorithm on minimum spanning trees is a well-known algorithm that
uses the greedy approach. More sophisticated algorithms will reorder the elements in every round.
For example, Dijkstra’s shortest path algorithm will update and reorder the vertices to choose the
one who’s distance to the vertex is minimized.

Greedy algorithms are often the first choice when one tries to solve a problem for two reasons:

1. The greedy concept is simple.

2. In many common cases, a greedy approach leads to an optimal answer.

We present a simple algorithm to demonstrate the greedy approach.



2.2 Unweighted Interval Scheduling

Suppose we have a set of jobs, each with a given starting and finishing time. However, we are
restricted to only one machine to deal with these jobs, that is, no two jobs can overlap with each
other. The task is to come up with an arrangement or a “scheduling” that finishes the maximum
number of jobs within a given time interval. The formal definition of the problem can be described
as follows:

Definition 2.2.1 (Intervals and Schedules). Let S be a finite set of intervals. An interval [ is a
pair of two integers, the first smaller than the second; i.e. I = (a,b) € (Z1)?, a < b. We say
that S’ C S is a feasible schedule if no two intervals I,I’ € S overlap with each other. Let
I =(ay,b1),1" = (as,by); overlap means as < by < by or a; < by < by.

Problem: UNWEIGTHED INTERVAL SCHEDULING

Input: a finite set fo intervals S

Output: a feasible schedule S’ C S, such that |S’| is maximum (the maximum is taken over the
size of all feasible schedules of 5).

Figure 2.1 gives an example instance of the Unweighted Interval Scheduling Problem. Here
interval (1,7) and interval (6, 10) overlap with each other.

(Failed) attempt 1: Greedy rule: Order the intervals in ascending order by length, then choose
the smaller intervals first. The intuition behind this solution is that shorter jobs may be less likely
to overlap with other jobs. So we order the intervals in ascending order, then we choose jobs which
do not overlap with the ones we have already chosen (choosing the shortest job which fulfils this
requirement). However, this solution is not correct.

1 6 7 10 1 13

intervals

Figure 2.1: An example of the time line and intervals

Figure 2.2 gives a counterexample in which this greedy rule fails. Giving a counterexample is
a standard technique to show that an algorithm is not correct'. In this example, the optimal choice
is job 1 and job 3. But by adhering to a greedy rule that applies to the length of a job, we can only
choose job 2. Solution 1 gives an answer only % of the optimal. We know that this algorithm is
wrong. But there is still one thing we can ask about this greedy algorithm: How bad can it be? Can

! The definition of a correct algorithm for a given problem, is that for every input (i) the algorithm terminates and
(ii) if it terminates and the input is in the correct form then the output is in the correct form. Therefore, to prove that
an algorithm is not correct for a given problem it is suffcient to show that there exists an input where the output is not
correct (in this case, by definition of the problem, correct is a schedule of optimal size).

7



\j

Job 1

Job3
Job 2

Figure 2.2: Counterexample of Solution 1

it give an result much worse than %? The answer is no. This greedy algorithm can always give a
result no worse than % of the optimal (see Exercise 1).

Attempt 2: Greedy rule: Sort by the finishing time in non-decreasing order, and choose jobs
which do not overlap with jobs already chosen. A formal algorithm is described below.

Algorithm 2: A greedy algorithm for interval scheduling

input : S : the set of all intervals
output: S’ C S s.t. S’ is a scheduling with maximum size
Order S as I < I, < ... < I, in non-decreasing finishing time;
S’ <« 0,
fori + 1tondo

if I; does not overlap an interval in S’ then

| S+ U{[};

end
end
return S’;

We would like to show that this algorithm is “correct”. But, we must first make sure that we
define what is meant by the “correctness” of an algorithm.
The correctness of an algorithm is defined as follows:

1. The algorithm always terminates.

2. If it can be proved that the precondition is true, then the postcondition must also be true. In
other words, every legal input will always generate the right output.

It is clear that Algorithm 8 will terminate after n iterations. For some algorithms though,
termination can be a problem and might require more justification to show. We will now shift our
focus to the more difficult question of how to prove Algorithm 8 always gives the correct maximum
scheduling.

Proof. We begin by introducing some basic concepts used in the proof. Let S; be the content
of S” at the end of the i’th iteration of the for loop, and let OPT; be an optimal extension of
Si(S! C OPT;). There is one important thing about the second part of definition. We have to show
the existence of such an optimal extension, otherwise the problem is proved by the definition itself.



Remark 2.2.2. You may wonder why we are concerned about a different O PT; (one for each
iteration ¢). This is because after the base case is established, we find O PT,, by assuming it has
been proved for all values between the base case and O PT,,_1, inclusive. This is the way induction
works.

We will show by induction that

P(i) : Vi,30PT; s.t. S; C OPT;

For the base case, P(0), it is trivial to get S;, = () and S, C OPT,. For the inductive step,
suppose we have P(k) and we want to solve P(k + 1). Attime k + 1, we consider interval [ 1:

e Casel: [, ¢ S;,,. We can construct OPT}, 1, = OPT;. Itis obvious that S, = 5, C
OPTj 1.

e Casell: [;,, € 5,

— Subcase a: ;| does not overlap O PT}.
This case cannot happen since it contradicts with the definition of O PTj,.

— Subcase b: [, overlaps exactly one interval [* from O PTy.
Since I,y € S} 1, [x4+1 Will not overlap any interval in Sj,, which implies I* € OPT;,\
S} So S, C OPT\{I*}. Then we can construct OPTy1 = (OPT\{I*})U{l141}.
Shi1 = S U {lk1}, where S;, € OPT, \ {I*}. So S}, € OPTj.

— Subcase c: [, overlaps more than one intervals from O PT;.

We wish to show this case can not happen. Since I;11 € S}, fp41 Will not overlap
any interval in S, which implies /., only overlaps intervals from OPT}, \ S;. By
way of contradiction, suppose /., overlaps with more than one interval [, [...[; €
OPT} \ S, for some t. Here 1, I,...I; are sorted in non-decreasing order by finishing
time. Because [,, [,,...I; € OP1}, we have the property that earlier intervals always end
before later ones start, i.e. all intervals in O PT}, are sequential and non-overlapping.
Since we have more than one interval that overlaps with [, there must be at least one
interval from I, I...I; € OPT} \ S, that ends before I, finishes (c.f. Figure 2.3).
By the way the algorithm works, ;. should end before all I, I;,...1; end. So there is
a contradiction.

By induction, for any k£ > 0, we can always construct O PT}, from OPT}, such that Sy, C
OPTy11. Thus
P(i) : Vi,30PT; s.t. S; C OPT;



Figure 2.3: An example of Case II(b): There are two intervals [, and I, from O PT}, overlaps with
I

2.3 Weighted Interval Scheduling

This interval scheduling problem is identical to the previous problem, but with the difference that
all intervals are assigned weights; i.e. a weighted interval I can be identified with [ = (a, b) and
an integer w(/) which is its weight .

Input: S : a set of weighted intervals S and w : S — N

Output: A schedule S” C S of maximum total weight.

v

50

100
S 20

Figure 2.4: An example of Weighted Interval Scheduling

Unlike the Unweighted Interval Scheduling problem, no natural greedy algorithm is known for
solving its weighted counterpart. It can be solved, however, via a different technique if we break
the problem into sub-problems: dynamic programming. Now instead of just greedily building
up one solution, we create a table and in each round we “greedily” compute an optimal solution
to a subproblem by using the values of the optimal solutions of smaller subproblems we have
constructed before.

Of course, not every problem can be solved via Dynamic Programming (DP). Roughly speak-
ing, DP implicitly explores the entire solution space by decomposing the problem into sub-problems,
and then using the solutions to those sub-problems to assist in solutions for larger and larger sub-
problems.

After ordering intervals in non-decreasing order by finishing time, an example sub-problem in
WEIGHTED INTERVAL SCHEDULING is to give the scheduling with maximum total weight up to
a specified finishing time. For example, say that the input consists of the intervals [y, Io, I3, I4,
and that the finishing time of /; is the smallest then it’s /5, then /3 and then I,. The DP algo-
rithm computes the optimal schedule if the input consists only of Iy, then it computes the opti-
mal schedule if the input consists of {I;, I5}, then it computes the optimal schedule if the input
consists of {Iy, I, I3} and finally it computes the optimal schedule if the input consists of the
entire list {11, I, I3, I, }. The reader should understand the following: (1) what would have hap-
pened if we had defined the subproblems without ordering the intervals in non-decreasing finishing
time order and (2) how do we use the fact that in order to compute the optimal solution to input

10



{I, ..., I+} we should have recorded in ur table all previous solutions to subproblems defined on
inputs {Il, e 7[k’—1}’ {]1, c. ,[k_g}, {]1, c. ,Ik_g}, cee

Algorithm 3: A dynamic programming algorithm for weighted interval scheduling

input : S : the set of all weighted intervals

output: S’ C S s.t. S’ is a scheduling of maximum total weight

Order S by I} < I, < ... < I, in non-decreasing finishing time;

S’ < 0;

for i < 1tondo
Let j be the largest integer s.t. S’[j] contains intervals not overlapping I;;
'] = max{S"[i — 1], 5[j] + wl[L]}

end

return S’;

We will use the example illustrated in Figure 2.4 as the input to Algorithm 3. At the end of
Algorithm 3’s execution, the S’ array should look like the following:

| 0[5]11]100] 100 | 150 |

We remark that unlike greedy algorithms, in Dynamic Programming algorithms the correctness
is transparent in the description of the algorithm. Usually, the difficulty in a DP algorithm is coming
up with a recurrence relation which relates optimal solutions of smaller subproblems to bigger ones
(this recurrence relation is usually trivial to implement as an algorithm).

Exercise 1. Show why Attempt 1 given for the Unweighted Interval Scheduling problem cannot
be worse than half of the optimal.

11



Chapter 3

Sequence Alignment: can we do Dynamic
Programming in small space?

In this course problems come in two forms: search and optimization. For example, the SEARCH
SHORTEST PATH problem is for a given input to find an actual shortest path, whereas the opti-
mization version of the problem is to find the value (i.e how long) is such a path. In this chapter, we
define the SEQUENCE ALIGNMENT problem, and give a dynamic programming algorithm which
solves it. It is very interesting that there is a conceptual difference in the algorithms that solve
the SEARCH and the OPTIMIZATION version of problems. In particular, although it is easy to
find an optimal Dynamic Programming algorithm for the optimization problem which uses little
space, it is more involved to come up with a time-efficient algorithm that uses little space for the
search version of the problem. To that end, we will combine Dynamic Programming and Divide
and Conquer and we will give a solution which uses little time and simultaneously little space.

3.1 Sequence Alignment Problem

Sequence alignment has a very common every day application: spell check. When we type “Algo-
rthsm” when we mean to type “Algorithm”, the computer has to find similar words to the one we
typed and give us suggestions. In this situation, computers have to find the “nearest” word to the
one we typed. This begs the question, how can we define the “nearest” word for a sequence? We
will give a way to score the difference (or similarity) between strings. Apart from spell checkers
this finds application to algorithms on DNA sequences. In fact, such DNA sequences have huge
sizes, so an algorithm that works using space n and algorithm that works using space n? make a
big difference in practice!

Usually, alignments add gaps or insert/delete characters in order to make two sequences the
same. Let 0 be a gap cost and a;, be the cost of a mismatch between a and b. We define the
distance between a pair of sequences as the minimal alignment cost.

In the example above we have:

algor_thsm

algorith_m

12



In the above alignment, we add a total of two gaps to the sequences. We can say that the
alignment cost in this case is 20. Notice that for any sequence pair, there is more than one way to
make them same. Different alignments may lead to different costs.

For example, the sequence pair: “abbba” and “abaa”, two sequences over the alphabet > =
{a,b}. We could assign an alignment cost of § +

abbba

ab_aa

Or we could assign an alignment cost of 39:

abbba_
ab__aa

Notice that the relationship between ¢ and « may lead to different minimal alignments.
Now we give a formal description of the Sequence Alignment Problem:

o INPUT: Two sequences X, Y over alphabet X..
e OUTPUT: An alignment of minimum cost.

Definition 3.1.1 (Alignment). Let X = x125...x,, and Y = y195...y,,,. An alignment between X
andYisaset M C {1,2,...,n} x {1,2,...,m}, such that A(, §), (i', j) € M, wherei < ¢,j" < j.

3.2 Dynamic Algorithm

Claim 3.2.1. Let X,Y be two sequences and M be an alignment. Then one of the following is
true:

1. (n,m)e M
2. the n'* position of X is unmatched.
3. the m*™ position of Y is unmatched.

Proof. When we want to make an alignment for sequences X and Y, forany (n,m) € {1,2,...,n}x
{1,2,...,m}, one of three situations occur: x,, and y,, form a mismatch, x,, should be deleted from
X, or y,, should be inserted into X. Notice that inserting a blank into the same position for both
X and Y can never reach a best alignment, so omit this case. O]

We denote by Opt(i, j) the optimal solution to the subproblem of aligning sequences X' =
T1@9...x; and Y7 = y1ys...y;. We denote by Qg y; the mismatch cost between z; and y; and by 0
the gap cost. From the claim above, we have:

Az, .y, + Opt@ - 17] - 1)7
Opt(i,7) = min d+Opt(i —1,5)
0+ Opt(i,j—1)

13



We can now present a formal dynamic programming algorithm for Sequence Alignment:

Algorithm 4: Sequence-Alignment-Algorithm

input : Two sequences X, Y over alphabet X
output: Minimum alignment cost

for i <~ 0 tondo

for j < 0tomdo

if 1 = 0 or j = 0 then
| Opt(i,j) = (i+j) x6;
end
else
\ Opt(i, j) = min{awi,yj +O0pt(i—1,7—1),04+O0pt(i—1,7),0 +Opt(i,j—1)};
end
end

end
return Opt(n,m)

It is clear that the running time and the space cost are both O(nm) (the nxm array Opt(i, j)
for space and the nested for loops give us the running time). However, we could improve the
Algorithm 4 by reducing the space required while at the same time not increasing the running time!
We can make an algorithm with space O(n + m) using another technique, Divide-And-Conquer.

Remark 3.2.2. In fact, we can compute the value of the optimal alignment easily in space only
O(m). When computing Opt(k + 1, j), we only need the value of Opt(k, j). Thus we can release
the space Opt(0, j)...Opt(k — 1,5)Vj = 0...m. We will call this the Space-efficient-Alignment-
Algorithm.

3.3 Reduction

We will introduce the Shortest Path on Grids with Diagonals problem and then reduce the Sequence
Alignment problem to it. An example of the Shortest Path on Grids with Diagonals problem is
given in Figure 3.1.

We are given two sequences X = x12s...7, and Y = y19s...y,,. Let the it" row of a grid (with
diagonals) represent z; in X, and the ;' column of a grid represent y; in Y. Let the weight of
every vertical/horizontal edge be  and the weight of a diagonal be «,,, . The shortest path on this
graph from u to v is the same as the minimum alignment cost of two sequence.

Figure 3.1 gives an example of a grid with diagonals, G'xy. x; is matched to the first column,
To 1s matched to the second column. If we move horizontally from left to right on the first row
starting from wu, then this means z; is matched to a gap. Similarly, y, is matched to the bottom
row, y; is matched to the upper row. If we move vertically from bottom to top, this means ¥, is
matched to a gap. When we use diagonals, some letter of the two sequence are matched together,
for example, if we move along the diagonal closest to u, then z; is matched to y;. No matter the
route we take (only allowing moves up, right and north-east diagonal), we can always find a path
from u to v on G xy. Moreover, this path always corresponds to an alignment of X and Y and vice
versa.

14
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Y
y2
u x1 X2
v

X

Figure 3.1: An example of grids with diagonals, G'xy

Claim 3.3.1. The minimum value for the Shortest Path on Grids with Diagonals is the same as the
minimum value alignment cost for Sequence Alignment.

Proof. (sketch) For any two input sequences, a feasible solution for the Sequence Alignment prob-
lem can always have a one to one mapping to a feasible solution for the Shortest Path on Grids
with Diagonals problem. [

In the Sequence-Alignment algorithm, if we know the value of the last row, we can run the
algorithm in reverse. We call this algorithm the Reverse-Sequence-Alignment algorithm. Let
f1é][j] store the value of the shortest path from u to location (i, j), and g[i][j] store the value of
the Reverse-Sequence-Alignment algorithm at location (¢, 7). In other words, g[i][;] is the optimal
alignment of subsequences x;;1...2, and Y;Y;41...Ym.

Claim 3.3.2. The shortest path in Gxy that passes through (i, j) has length f[i][j] + gi][J]-

Proof. Any path that passes through (7, j) can be divided into two shorter paths, one from u to
(i, 7) and the other from (i, j) to v. The shortest path from w to (4, j) is f[¢][j]. Since the weights
along the edges are fixed in GG xy no matter which way they are traversed, the shortest path from
(i, 7) to v is equal to the value of the shortest path from v to (i, j), which is g[i][j]. So the minimum
cost from w to v through (i, 7) is f[i][7] + g[4][J]- O

Claim 3.3.3. For a fixed number q, let k be the number that minimizes f[q|[k]+ g[q][k]. Then there
exists a shortest path from u to v passing through (q, k).

Proof. Suppose there does not exist a shortest path from u to v passing through (¢, k). For a fixed
number ¢, all the pathes from u to v must pass through some point (¢,t), ¢ € 1..m. Thus, a
shortest path L must pass through some point (g, £’). According to our assumption, L cannot pass
through (g, k), which means that in particular, f[q][k'] + f[q][K'] < flq|[k] + glq][k]. Thisis a
contradiction. O
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We give the final algorithm based on the Divide and Conquer technique below:

Algorithm 5: Divide and Conquer Alignment Algorithm(X,Y")

input : Two sequences X = x1x3...0,,, Y = y1Y2...Yn
output: The node on the u — v shortest path on G xy

if n <2o0rm < 2then
| exhaustively compute the optimal and quit;

end

Call Sequence-Alignment algorithm(X, Y[1,m/2])

Call Reverse-Sequence-Alignment algorithm(X, Y[m/2 4 1,m])
Find ¢ minimize f[q|[m/2] + g[q|[m /2]

Add [g, m/2] to the output.

Call Divide-and-Conquer-Algorithm(X 1, ¢], Y'[1,m/2])

Call Divide-and-Conquer-Algorithm(X [¢, n], Y[m/2 + 1,m])

The space required in Algorithm 5 is O(n+m). This is because we divide G xy along its center
column and compute the value of f[i|[m/2] and g[i][n/2] for each value of i. Since we apply the
recursive calls sequentially and reuse the working space from one call to the next, we end up with
space O(n + m).

We claim the running time of the algorithm is O(nm): Let size = nm, we find that f(size) =
O(size) + f(#2). This is because the first calls to Sequence-Alignment and Reverse-Sequence-
Alignment each need O(size) time, and the latter two calls need f(*5°) time. Solving the recur-
rence, we have the running time is O(nm).
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Chapter 4

Matchings and Flows

In this chapter, we discuss matchings and flows from a combinatorial perspective. In a subsequent
lecture we will discuss the same issues using Linear Programming. We introduce the problem of
maximum flow, and algorithms for solving solve it, including the Ford-Fulkerson method and one
polynomial time instantiation of it, the Edmonds-Karp algorithm. We prove the maximum flow -
minimum cut theorem, and we show the polynomial time bound for Edmonds-Karp. Then, we apply
network flows to solve the maximum bipartite matching problem. Finally, we apply non-bipartite
matchings to give a 2-approximation algorithm for Vertex Cover.

4.1 Introduction

Matching and flow are basic concepts in graph theory. And they have many applications in practice.
Basically , in a graph a matching is a set of edges of which any two edges does not share a common
end node. And a network flow in a directed weighed graph is like a distribution of workloads
according to the capacity of each edge.

In this lecture,we are going to talk about maximum bipartite matchings. Formally, we have the
following definitions :

Definition 4.1.1 (Bipartite Matching). For a graph G = (X, Y, E'),we say that M C F is a (bipar-
tite) matching if every vertex u € (X UY') appears at most once in M.

Now we are aware of the formal definition of a matching, we can introduce the main problem
we are gonna talk about today and the day following — Maximum Matching Problem.

Definition 4.1.2 (Maximum Matching). In a bipartite graph G = (X, Y, F), M C F is a matching.
Then M is a maximum matching if for every matching M’ in G, |M'| < |M]. j.

Definition 4.1.3 (Maximal Matching). In a bipartite graph G = (X, Y, E), M C FE is a matching.
Then M is a maximal matching if there does not exist a matching M’ O M.

Remark 4.1.4. Notice that we use the term “maximum” and not “maximal”. These two are differ-
ent. A “maximal” matching is a matching that we can not add more edges into and keep it still a
matching; while a “maximum’” matching is the maximal matching with largest size. Here we give
an example in Figure 4.1.
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Figure 4.1: This figure shows the difference between a maximum matching and a maximal matching.

Here we define the Maximum Bipartite Matching problem.
Definition 4.1.5. Maximum Bipartite Matching

e Input: A bipartite graph G = (X, Y, E).

e QOutput: A maximum matching M C E.

The maximum bipartite matching problem is fundamental in graph theory and theoretical com-
puter science. It can be solved in polynomial time. BUT notice that there exists NO dynamic
programming algorithm that can solve this problem. In order to solve this problem, we introduce
another problem called the Maximum Flow Problem. Later we’ll see how can we solve maximum
matching using maximum flow.

4.2 Maximum Flow Problem

What is a FLOW? The word “flow” reminds us of water flow in a first impression. Yes, network
flow is just like pushing water from the source to the sink, with the limitation of the capacity of
each pipe(here it’s edge in a graph). And a maximum flow problem is just pushing as much water
in as we can. Formally the definition of a network flow is as follows:

Definition 4.2.1 (Network Flow). Given (G, s,t,c), where G is a graph (V, E),s,t € V,cisa
function which maps an edge to a value, a flow f : £ — R is a function where :

1. f(e) <cle),Ve e E

2. ZVe:(u,v) f(@) = ZVe/:(v,w) f(el)avv eV

We define the value of a flow v(f) as v(f) = > y._ () f(€), which means the sum of all the
edges leading out of the source s. And the maximum flow problem is defined as follows:

Definition 4.2.2. Maximum Flow Problem
o Input: (G,s,t,c).

e Qutput: aflow in the graph with maximum value.

18



Figure 4.2: the transform from a network to its residual network.

In order to solve the maximum flow problem, we introduce another concept in the graph theory
— residual graph:

Definition 4.2.3 (Residual Graph). For a net work N : (G, s,t,¢), and f is a flow for N. Then G¢
the residual network is a graph where:

L V=V

2. Ve € E,if c(e) > f(e), theneisin E; and cf(e) = c(e) — f(e).(Here e is called a forward
edge)

3. Ve = (u,v) € E, if f(e) > Othen ¢’ = (v,u) isin E; and c(e') = f(e) (Here ¢ is called a
backward edge)

Here is an example of the transform from a network to its residual network in Figure 4.2.

4.3 Max-Flow Min-Cut Theorem

This part we are going to talk about the relation between CUT and FLOW. Firstly we introduce the
definition of CUT.

Definition 4.3.1 (CUT). G = (V, E),V = V; U Vy and V; N V4 = () then we call (V3, V5) a cut of
the graph G.

In a graph G = (V, E), for every cut S, T such that s € S and t € T, we call it a s-t cut.
Claim 4.3.2. Let f be any flow in G, for every s-t cut (S, T),v(f) = fo(S) — f™(S).

Proof. By definition, f*'(s) = 0, so we have v(f) = 3y, f(e) = f*(s) — f"(s). Since
every node v in S other than s is internal, we have f*(v) — f™(v) = 0. Thus, v(f) = fout(s) —
f7(8) = 2ues(f (0) = f7(0)) = f(S) = f7(9). 0

Then we have a Max-Flow Min-Cut theorem:

Theorem 4.3.3 (Max-Flow Min-Cut). If f is an s — t flow such that there is no s — t path in the
residual graph Gy, then there is an s-t cut (A*, B*) in G for which v(f) = c¢(A*, B*). Conse-
quently, f has the maximum value of any flow in G, and (A*, B*) has the minimum capacity of any
s—tcutinQG.
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Figure 4.3: the construction of A* in a graph

Proof. Let A* denote the set of all nodes v in G for which there is an s — v path in Gy. Let B*
denote the set of all other nodes: B* = V' — A*. First, we establish that (A*, B*) is indeed an s — ¢
cut. The source s belongs to A* since there is always a path from s to s. Moreover, t doesn’t belong
to A* by the assumption that there is no s — ¢ path in the residual graph, so t € B*.

As shown in Figure 4.3, suppose that e = (u, v) is an edge in G for which u € A* and v € B*.
We claim that f(e) = c(e). If not, e would be a forward edge in the residual graph G, so we
would obtain an s — v path in G'¢, contradicting our assumption that v € B*. Now we suppose that
¢ = (u',v") is an edge in G for which ' € B* and v" € A*. We claim that f(¢') = 0. If not, e
would be a backward edge (v', ) in the residual graph G £, 0 we would obtain an s — u path in
G, contradicting our assumption that u' € B*. So we have an conclusion:

o(f) = [UHAY) - AT
D DR (C D S ()

e=(u,v),uc A* veB* e=(u,v),ueB* vEA*

= Z cle) =0

e=(u,v),uc A* veB*

= (A", BY)

4.4 Ford-Fulkerson Algorithm

From the Max-flow Min-cut Theorem, we know that if the residual graph contains a path from s
to ¢, then we can increase the flow by the minimum capacity of the edges on this path, so we must
not have the maximum flow. Otherwise, we can define a cut (.S, 7") whose capacity is the same as
the flow f , such that every edge from S to 7' is saturated and every edge from 7" to S is empty,
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which implies that f is a maximum flow and (S, T) is a minimum cut. Based on the theorem, we
can have the Ford-Fulkerson Algorithm: Starting with the zero flow, repeatedly augment the flow
along any path s-t in the residual graph, until there is no such path.

Algorithm 6: Ford-Fulkerson Algorithm

input : A network (G,s,t,c)
output: a flow in the graph with maximum value
Ve, f(e) < 0
while ds — ¢ path do
[« augment(f,p)
fe f
G f = G 7
end
return f

Notice that the augment(f,p) in the algorithm.This is an updating procedure of the graph.It
means to find randomly a s — ¢ path and push through a flow of minimum capacity of this path.
Also there are several things we need to know about the Ford-Fulkerson Algorithm:

1. Ford-Fulkerson Algorithm does not always terminate when we have real numbers assign-
ment. Consider the flow network shown in Figure 4.4, with source s, sink t,capacities of
edges ey,e, and eg respectively 1, r = @ and the capacity of all other edges some integer
M > 2. Here the constant r was chosen so 72 = 1—r. We use augmenting paths according to
the table, where p; = {s, vy, v3, V9, v1,t},p2 = {8, v, v3,04,t},p3 = {8, 01,02, v3,t}. Note
that after step 1 as well as after step 5, the residual capacities of edges e1, es and e3 are in the
form 7, r"*! and 0, respectively, for some n € N. This means that we can use augment-
ing paths py, po, p1 and ps3 infinitely many times and residual capacities of these edges will
always be in the same form. Total flow in the network after step 5 is 1+2(r! +r?). If we con-
tinue to use augmenting paths as above, the total flow convergesto 1+2 ), infr’ = 3+2r
, while the maximum flow is 2M + 1. In this case, the algorithm never terminates and the

flow doesn’t even converge to the maximum flow.
2. if function ¢ maps the edges to integer, then FF outputs integer value.

This algorithm seems quite natural to us, but in fact the worse case running time of Ford-
Fulkerson Algorithm is exponential. Here is a famous example of Ford-Fulkerson Algorithm run-
ning in exponential time in Figure 4.5.

In this example, if the algorithm choose an s — ¢ path which contains the edge u — v orv —u
(this is possible,recalling that the existence of the backword edge), each time we can only push 1
unit flow. And obviously the max flow for the network is 27+l 5o we need to choose 27! times
augmenting. Thus in this case the running time is exponential of input length (which is n).

4.4.1 Edmonds-Karp Algorithm

Now we introduce a faster algorithm called the Edmonds-Karp algorithm which was published
by Jack Edmonds and Karp in 1972, and solves the maximum flow problem in O(m?n) running
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Figure 4.4: an example of Ford-Fulkerson algorithm never terminates
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Figure 4.5: An example that Ford-Fulkerson terminates in exponential time
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time.This algorithm only differs from the Ford-Fulkerson algorithm in one rule: Ford-Fulkerson
algorithm chooses the augmenting path arbitrarily, but Edmonds-Karp algorithm chooses the aug-
menting path of the shortest traversal length.

This rule sounds amazing: what does the traversal length do with the flow that we can push
through this path? But deeper analysis shows that they indeed have relations to each other.

Theorem 4.4.1. E-K terminates in O(| E |*| V' |)

Proof.

Lemma 4.4.2. If we use Edmonds-Karp algorithm on the flow network (G = (V, E), s,t,c), for
any v € V — {s,t}, the shortest-path distance 0 (u,v) will monotone increasing with each flow
augmentation.

Proof. We will suppose that for some vertex v € V — {s,t}, there is a flow augmentation that
causes the shortest-path distance from s to v to decrease, and then we will derive a contradiction.
Let f be the flow just before the first augmentation that decreases some shortest-path distance, and
let f' be the flow just afterward. Let v be the vertex with the minimum § 7 (s,v) whose distance was
decreased by the augmentation, so that 6, (s, v) < d(s,v). Letp = s — ... u — v be the shortest
path from s to v in G, so that (u,v) € Ey, and 0, (s,u) = 6,(s,v) — 1, §p(s,u) = 0p(s,u).
Then we will get (u, v) doesn’t belong to Es(the proof is easy). As (u,v) € Ey, the augmentation
must have increased the flow from v to u, and therefore the shortest path from s to u in Gy have(v,
u) as its last edge. Then

Of(s,v) = d5(s,u) =1 < dp(s,u) =1 =0p(s,0) =2
- It contradicts our assumption that § ./ (s,v) < d¢(s,v) O

Theorem 4.4.3. If the Edmonds-Karp algorithm runs on a flow network G = (V, E) with source s
and sink t, then the total number of flow augmentations performed by the algorithm is O(V E).

Proof. We say that an edge (u,v) in a residual network G is critical on an augmenting path p if
the residual capacity of p is the residual capacity of (u,v), thatis , if ¢;(p) = cp(u,v). After we
have augmented flow along an augmenting path, any critical edge on the path disappears from the
residual network. Moreover, at least one edge on any augmenting path must be critical. We will
show that each of the | £/ | edges can become critical at most %' — 1 times.

Let u and v be vertices in V that are connected by an edge in E. Since augmenting paths are
shortest paths, when (u, v) is critical for the first time, we have d¢(s,v) = d¢(s,u) + 1. Once
the flow is augmented, the edge(u, v) disappears from the residual network. It cannot reappear
later on another augmenting path until after the flow u to v is decreased, which occurs only if (u,
v) appears on an augmenting path. If ' is the flow in G when this event occurs, then we have
0 (s,u) =dp(s,v) + 1. As

dr(s,v) < dp(s,v)

we have
Op(s,u) =0dp(s,v) +120p(s,v) +1=10d¢(s,u) +2

Consequently, from the time (u, v) becomes critical to the time when it next becomes critical, the
distance of u from the source increases by at least 2. The distance of u from the source is initially at
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Figure 4.6: constructing a new network in order to run Ford-Fulkerson on it

least 0. The intermediate vertices on a shortest path from s to u can’t contain s, u, or t. Therefore,
until u becomes unreachable from the source, if ever, its distance is at most | V' |-2. Thus, (u, v)
can become critical at most MT_Q = |2ﬂ — 1 times. Since there are O(E) pairs of vertices that can
have an edge between them in a residual graph, the total number of critical edges during the entire
execution of the Edmonds-Karp algorithm is O(VE). Each augmenting path has at least one critical

edge, and hence the theorem follows. O]

Since each iteration of Ford-Fulkerson can be implemented in O(E) time when the augment-
ing path is found by breadth-first search, the total running time of the total running time of the
Edmonds-Karp algorithm is O(| E |?| V' |).

]

4.5 Bipartite Matching via Network Flows

In this section we’ll solve the maximum matching problem using the network flow problem. In
fact this is rather straight forward. Let G = (XY, F) be a bipartite graph. We add two nodes
,s,t,to the graph and connect from s to all nodes in X,and connect all nodes in Y to t,as in Fig 6.
Run Ford-Fulkerson on the new network N, we get a maximum flow f.Define a matching M =
{e | f(e) = 1},then m is a maximum matching. The proof is simple: we just need to prove that
we can build a one-on-one correspondence from matchings to flows.And this is obvious: for a
matching, add two nodes s and t and do similar things as above, we get a flow.And for a flow f,
define a matching M = {e | f(e) = 1},we get a matching. Thus the matching we find using
Ford-Fulkerson is a maximum matching.

4.6 Application of Maximum Matchings: Approximating Ver-
tex Cover

We introduce a new problem: vertex cover:
Definition 4.6.1. Vertex Cover
o Input: G=(V,E)

e Qutput: a cover of minimum size.
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Here is the definition for COVER:

Definition 4.6.2. Cover : G = (V, E),U € V is a cover if Ve € E,Ju € U which is a end node
of e.

Despite the long time of research, the problem remains open.

1. Negative: VC can not be approximated with a factor smaller than 1.363, unless P = N P.

2

2. Positive : We have a polynomial algorithm for VC with approximation ratio 2—( l 1 = ).
og(n

3. Belief : VC cannot be approximated within 2 — ¢, Ve > 0. Notice: in fact under something
which is called the Unique Game Conjecture this is true.

Here is a simple algorithm that approximates VC with ratio 2:
1. compute the maximum matching M in the graph.
2. output the vertices of M.

Proof. Observe that | M |< OPT,where M is the max matching. Also notice that vertices in M
cover G. Suppose that there is a node u which is not covered by M, then it must be connected to a
node outside M,say v.Then (u, v) is an edge that does not belong to M,which contradicts that M is
a max matching.And the algorithm outputs 2 | M | nodes, and 2 | M |< 20PT O
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Chapter 5

Optimization Problems, Online and
Approximation Algorithms

In this chapter, we begin by introducing the definition of an optimization problem followed by
the definition of an approximation algorithm. We then present the Makespan problem as a simple
example of when an approximation algorithm is useful. Because the Makespan problem is NP-
hard, there does not exist a polynomial algorithm to solve it unless P = NP. If we can not
find an exact answer to an arbitrary instance of Makespan in polynomial time, then perhaps we
can give an approximate solution. To this end, we formulate an approximation algorithm for the
Makespan problem: Greedy-Makespan. We go on to improve this algorithm to one with a lower
approximation ratio (i.e. an algorithm that is guaranteed to give an even closer approximation to
an optimal answer).

5.1 Optimization Problems

Definition 5.1.1. An optimization problem is finding an optimal (best) solution from a set of fea-
sible solutions.
Formally, an optimization problem II consists of:

1. A set of inputs, or instances, Z.
2. Aset f(I) of feasible solutions, for each given instance I € 7.

3. An optimization objective function: ¢ : 7 — R where 7 = (J,.; f(I). That is, given an
instance [ and a feasible solution ¥, the objective function denotes a “measure” of y with a
real number.

The goal of an optimization problem II is to either give a minimum or maximum: the shortest or
longest path on a graph, for example. For maximization problems, the goal of problem II is to find
an output VI, O € f(I), s.t. ¢(O) = maxore sy c(O').

For example, in the Unweighted Interval Scheduling Problem, we have 4 intervals, as shown
in the following Figure 5.1
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Here feasible solutions are {I1, I}, {1 },{l2}, {I3}, {14}, and {[, I} is optimal, as it maxi-
mizes the number of intervals that can be scheduled.

Notice: In the following section, we will only discuss maximization problems for brevity;
minimization problems are in no way fundamentally different.

5.2 Approximation Algorithms

Sometimes we may not know the optimal solution for the problem, if there is no known efficient
algorithm to produce it, for example. In these cases, it might be useful to find an answer that
is “close” to optimal. Approximation algorithms do exactly this, and we present them formally
presently.

Definition 5.2.1 (Approximation Algorithm). Let IT be an optimization problem and A be a poly-
nomial time algorithm for I1. For all instances /, denote by O PT'(I) the value of the optimal solu-
tion, and by A(7) the solution computed by A, for that instance. We say that A is a c-approximation
algorithm for II if

VI,OPT(I) < cA(I)

5.3 Makespan Problem

In this section, we will discuss the Makespan problem followed by an approximation algorithm
which solves it. Makespan is a basic problem in scheduling theory: how to schedule a set of jobs
on a set of machines.

Definition 5.3.1 (Makespan Problem). We are given n jobs with different processing times, ¢1, o, ...

The goal is to design a assignment of the jobs to m separate, but identical machines such that the
last finishing time for given jobs (also called makespan) is minimized.

We firstly introduce some basic notations to analysis the Makespan Problem. m € N and
t1,ts, ..., 1, are given as input. Here, m is the number of machines and ¢4, o, ..., ¢,, are the process-
ing length of jobs. Figure 5.3 gives an example input. We define A; to be the set jobs assigned
to machine 7 and T; to be the total processing time for machine i: T; = . 4, t- The goal of the
problem is to find a scheduling of the jobs that minimize max;T;.

Suppose we are given as input: m =2 ,< tq, 19,3, 14,15 >=<1,1,1,1,4 >.

Of these two possible solutions, the left one is better, in fact it is optimal.

Fact 5.3.2. MAKESPAN is NP-hard.
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Thus, a polynomial time algorithm to solve an arbitrary instance of Makespan does not exist
unless P = N P. However, we can find an approximation algorithm that gives a good, albeit pos-
sibly suboptimal, solution that can run in polynomial time.

5.4 Approximation Algorithm for Makespan Problem

A greedy approach is often one of the first ideas to try, as it is so intuitive. The basic idea is as
follows: we schedule the jobs from 1 to n, assigning the i*" job to the machine with the shortest
total processing time.

Algorithm 7: Greedy Makespan

input :m € N: number of machines and ¢4, ?o, ..., ¢,,: the processing length of jobs
output: 7': the last finishing time for the scheduling
fori < 1rondo
choose the smallest T'[k] over T'[i|(i = 1,2, ...,m)
Alk] = Alk] + TTi]
T[k] = T[k] + t[i]
end
T= minie[n]{T[i]}
return 7'

Theorem 5.4.1. Greedy Makespan is a 2-approximation algorithm for Makespan

Proof. Our proof will first show that Greedy Makespan gives an approximation ratio with a lower
bound of 2 (the solution is at least 2 times the optimal). Then we will show that Greedy Makespan
has an upper bound of 2 (the solution is no worse than 2 times the optimal). In this way we will be
able to show that Greedy Makespan is indeed a 2-approximation for Makespan.

Here is an example to prove that the lower bound approximation ratio of Greedy Makespan Al-
gorithm is at least 2: Consider the case in which there are m machines and n jobs, where n =
m(m — 1) + 1. Among the n jobs, m(m — 1) of them have processing length 1 and the last one
has processing time m. Greedy-Makespan will schedule jobs as shown in Figures 5.1 and 5.2. The
optimal solution for is shown in Figure 5.3.
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Figure 5.2: After placing the last job

Now we have an approximation ration of Greedy Makespan = 2= = 2 — L Thus, by exam-
m m

ple, we have shown that Greedy Makespan has an approximation ratio lower bound of 2.

We now show that the output of the greedy algorithm is at most twice that of the optimal
solution, i.e. has an upper bound of 2. Firstly we bring in two conspicuously tenable facts:

1. 23 ¢ < OPT(I).
2. tmaz < OPT(I) where t,,,, is the most wasteful job.

Let T} = T}, — t; where ¢, is the last job assigned to machine k. It is easy to see that 7} is at
most the average process time. From property (1), we have: 7] < % >t < OPT. From property
(2) we have: T} =T}, — t; > T}, — OPT. Combining these facts, we get: 7}, — OPT < OPT. So
T, <20PT. O

Now we have an 2-approximation algorithm for Makespan Problem. But can we do better?
The answer is yes. Next we will improve this bound with Improved Greedy Makespan.

The only difference between the Improved Greedy Makespan and Greedy Makespan is that the
improved algorithm first sorts ¢; by non-increasing length before scheduling.

Theorem 5.4.2. Improved Greedy Makespan is a %—approximation algorithm for Makespan.

I E

1

m-1  m

Figure 5.3: Optimal solution
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Proof. Since processing time are sorted in non-increasing order at the beginning of the algorithm,
we have t; >ty > ... > t,.
In this proof we will make use of the following claim:

Claim 5.4.3. When n < m, Improved Greedy Makespan will obtain an optimal solution. When
n > m, we have OPT > 2t,, 1.

Proof. When n < m, every job is assigned to unique machine, thus the output of the algorithm is
equal to the finishing time of the largest job. This is obviously optimal.

When n > m, then by the pigeonhole principle there must be two jobs ¢;, ¢; that, in the optimal
case, are assigned to the same machine where 7,7 < m + 1 and ¢;,t; > t,,1. We conclude that
OPT > 2t,,41. O

When we define: 1T}, = T}, — t;, t; the last job assigned to machine k, then we have:

1. If t; is such that j < m, then there is only one job scheduled on machine k. This means that
T, <ty <OPT.

2. If t; is such that j > m, then machine £ should be the one with the shortest total length
before scheduling the j job. This implies 7}, < j%l St < L3t <OPT.

Furthermore, we have 7}, = T}, — t; > T, — sOPT. Thus, T, — 3OPT < OPT, which
implies T, < 2OPT
So for every k € [m], T}, < %OPT. Therefore % is an upper bound on the approximation ratio

of Improved Greedy Makespan. 0

Although we have shown that Improved Greedy Makespan has an approximation ratio of 3,
this bound is not tight. That is, we can do better.

Remark 5.4.4. Improved Greedy Makespan is in fact a %-approximation algorithm. (Proof omit-
ted)
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Chapter 6

Introduction to Convex Polytopes

In this lecture, we cover some basic material on the structure of polytopes and linear programming.

6.1 Linear Space
Definition 6.1.1 (Linear space). V is a linear space, if V C R% d € Z*,V =span{u}, i, . . . , U },u; €
R?. Equally, we can define linear space as V = {i|Vcy, co, ..., cp € R, @ = ciuy + -+ - - + Cptip )

Definition 6.1.2 (Dimension). Let dim(V") be the dimension of a linear space V. The dimension
of a linear space V' is the cardinality of a basis of V. A basis is a set of linearly independent vectors
that, in a linear combination, can represent every vector in a given linear space.

Example 6.1.3 (Linear space). Line V' C R? in Figure 1 is a linear space since it contains the
origin vector 0. It’s obvious that dim(V) = 1.

L

v

Figure 6.1: An example of linear space

6.2 Affine Space

In this section, we propose the notion of affine maps: x — Ax + xy, which represent an affine
change of coordinates if A is a nonsingular n X n matrix, x, xg € R".

Then we will introduce an affine space. An affine space is a linear space that has “forgotten”
its origin. It can be seen as a shift of a linear space.
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Definition 6. 2 1 (Affine Space). Let V' be a linear space. V' is an affine space if V' = V + 5
where vector v € V'if and only if Yo e Vv =T+ ﬁ where v is a vector in a linear space V/,
and 6 is a fixed scalar for an affine space.

Example 6.2.2. In Figure 6.2, line V' is a linear space while line V' is not since it does not contain
the origin vector 0. V' is an affine space with the property that V! = V + 5 = {v + 8|t € V'}
where V' C R? is a linear space and 3 € R? is a scalar. Note that dim(V") = dim(V) = 1.

Figure 6.2: An example of affine space

Definition 6.2.3 (Affine Hull). The affine hull af f(5) of S is the set of all affine combinations of
elements of .S, that is,

k k
af f(S) = {ulv = Nl € SN €Ri=1.k;Y N=1k=12 .}
i=0 i=0
Claim 6.2.4. V' is an affine space if and only if there exist a linear S = {ug, w3, ..., Uy} such that

Vi=aff(S)

Proof. Let V! =V + /3. We define V = spcm{ul,ug, w.., Uk}, and we let B = {uy, u3, ..., u }, and
finally B = (BN0)+ 6 = {3,841, 5 + 1y, ... 5+ ur}.

e Forevery y € af f(B’), we show that € V"
7 = MB+ M@+ B) + X + B) + ... + Mi(0 + B)
= (No4 M4 o )G+ AU+ Al + .+ A
= B4 M+ At + .. + M\t
Since Ay + Agus + ... + Mpup € V, 5 € V7.

e Forevery § € V', we show that i € af f(B’)

G = B+ M+ Aot + ... + At
Ba M4 a4 A0 = a4 Ag+ oo+ M) B+ Mt + Al + ... + Mgt
= 1=+ A+ o+ A+ M@+ B) + Aa(is + B) + . + Ak + B)
= XoB+ M+ B) + Aoty + B) + ..+ M7 + )
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Soyeaff(B)

6.3 Convex Polytope

Definition 6.3.1 (Convex body). A Convex body K can be defined as: for any two points Z, iy € K
where K C R?, K also contains the straight line segment [Z, 7] = {\Z + (1 — )]0 < X < 1}, or
[7,9] C K.

Example 6.3.2. The graph in Figure 6.3(a) is a convex body since for any 7,7 € K, [Z,7] C K.
However, the graph in Figure 6.3(b) is not a convex body since there exists an Z, i/ € K’ such that

[Z,y] € K'.

(a) (b)

Figure 6.3: (a) An example of convex body (b) An example of non-convex body

Definition 6.3.3 (Convex Hull). For any K C R¢, the “smallest” convex set containing K, called
the convex hull of K, can be constructed as the intersection of all convex sets that contain K:

conv(K) := m{U\U CRY K CU,U is convex}.

Definition 6.3.4 (Convex Hull). An alternative definition of convex hull is that let K’ = {u}, u, . .., UL},

k
conv(K) = {il]ii = Miy + - Ak, Y A =1, ) > 0}

=0

Claim 6.3.5. conv(K) = conv(K).

Proof. Since conv(K) is the “smallest” convex set containing K C R?, conv(K) C conv(K).

Next, we will use induction to prove that conv(K) C conv(K) .

The base case is clearly correct, when K = {u}} C RY, conv(K) C conv(K).

We now assume that for an arbitrary k — 1 where K = {u},...,u;-1} C RY, we have
conv(K) C conv(K). On condition k, fix an arbitrary @ € conv(K) such that @ = Auj +- - - Aty
Actually,

u

A Me—1 S -
1— )\ > A
( k)(l_)\kul+ +1_/\kuk 1)+ kUL,
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where by hypothesis v/ = : i\i\k up 4+ {\ S uk-1 € conv(K), since the sum of coefficients is

1. Because ', 1}, € conv(K) and conv(K) is convex, then @ = (1 — \p)u/ + Agti, € [/, ] C
conv(K). Thus, by induction on k, conv(K) C conv(K).
Hence, conv(K) = conv(K). O

6.4 Polytope

In this section, we are going to introduce the concept of a V-Polytope and an H-Polytope.
Definition 6.4.1 (V-polytope). A V-polytope is convex hull of a finite set of points.

Before we give a definition of an H-Polytope, we need to give the definition of a hyperplane
and an H-Polyhedron.

Definition 6.4.2 (Hyperplane). A hyperplane in R? can be described as the set of points x =
(71,23, ..., z4)T which are solutions to a1 +aTo +- - - +agrg = 3, for fixed oy, o, . .., g, B €
R.

Example 6.4.3. z; + x5 = 1 is a hyperplane.

N

N

Figure 6.4: An example of hyperplane

Definition 6.4.4 (Half-space). A Half-space in R? is the set of points z = (z1, ¥, ...74)*, which
satisfies a1 x1 + s + - - - + agry < (. for fixed aq, an, ..., aq, 8 € R.

Definition 6.4.5 (H-polyhedron). An H-polyhedron is the intersection of a finite number of closed
half-spaces.

Definition 6.4.6. An H-polytope is a bounded H-polyhedron.

A simple question follows: are the two types of polytopes equivalent? The answer is yes.
However, the proof, Fourier-Motzkin elimination, is complicated.
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(a) (b)
Figure 6.5: (a) H-polyhedron and (b)H-polytope

6.5 Linear Programming

The goal of a Linear program (LP) is to optimize linear functions over polytopes. Examples are to
minimize/maximize o1x1 + Qoxo + - - - + o, T, Where x4, ..., x, are variables and a4, ..., «, are
constants that are subject to a set of inequalities:

01171 + 09T + -+ gy < By

Q171 + Qe + -+ o xy, < P

It can be solved in polynomial time if x4, ...z, are real numbers, but not when they are in-
tegers. Previously, it was believed that LPs were another complexity class between P and NP.
However, Linear Programs can, in fact, be solved in time polynomial in their input size. The
first polynomial time algorithm for LPs was the Ellipsoid algorithm. Since then, there has been a
substantial amount of work in other polynomial time algorithms, e.g. Interior Point methods.

Example 6.5.1. Minimize f(Z) = 7x1 + x2 + 5z3, subject to
.1'1"‘1’24—31’3 > 10

ory + 2w —x3 > 6
Ty, Tg, 3 = 0
L1
Every © = | xo | that satisfies the constraints is called feasible solution.
T3
Question: Can you “prove” 3z* that makes f(z*) > 30?
2
Answer: Yes. Here is such an 2*: 2* = [ 1 |, f(«*) = 30.
3

To disprove a proposition or prove a lower bound, then we may need to come up with different
combinations of inequalities, such as

Txy + x9 + bxs > (21 — 9 + 3w3) + (5xy + 229 — X3) > 16.
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Chapter 7

Forms of Linear Programming

We describe the different forms of Linear Programs (LPs), including the standard and canonical
forms as well as how to do transform between them.

7.1 Forms of Linear Programming

In the previous lecture, we introduced the notion of Linear Programming by giving a simple exam-
ple. Linear Programs are commonly written in two forms: standard form and canonical form.

Recall from the previous lecture that an LP is a set of linear inequalities together with an
objective function. Each linear inequality takes the form:

a171 + agTs + .. + AT {<, =, 210
There may be many such linear inequalities. The objective function takes the form:
C1T1 + Coxo + ... + Ty,

The goal of Linear Programming is to maximize or minimize an objective function over the as-
signments that satisfy all inequalities. The general form of an LP is:

maximize/minimize 'z
subject to equations
inequalities

non-negative vers clause

unconstrained variable example:z; = 0

There are a couple different ways to write a Linear Program.

Definition 7.1.1 (Canonical Form). An LP is said to be in canonical form if it is written as

minimize 'y
subjectto AZ >b
Z>0



Definition 7.1.2 (Standard Form). An LP is said to be in standard form if it is written as

minimize 'y
subjectto AZX

7.2 Linear Programming Form Transformation

We present transformations that allow us to change an LP written in the general form into one
written in the standard form, and vice versa.

1. STEP1: From General form into Canonical form.

e -T_
—minimize —Cc ¥

maximize & ¥ =
Ali=b = dZ<banddlzZ>b
a'r<b = —ali>-b
;20 = zf —x;,xf 27 >0

2. STEP2: From Canonical form into Standard form

=T

a'r>b=>di—y=by>0

Example 7.2.1. Suppose we have an LP written in the general form, and we wish to transform it
into the standard form:

maximize 2x; + 5xo

subjectto 1 +xy < 3
i) Z 0
T % 0
The standard form of the LP is:
minimize — (22 — 227 + 513)
subject to i —z] +3+y = 3

+ —
Ty,Ty,T2,Y Z
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Chapter 8

Linear Programming Duality

In this lecture, we introduce the dual of a Linear Program (LP) and give a geometric proof of the

Linear Programming Duality Theorem from elementary principles. We also introduce the concept
of complementary slackness conditions, which we use to characterize optimal solutions to LPs and
their duals. This material finds many applications in subsequent lectures.

8.1 Primal and Dual Linear Program

8.1.1 Primal Linear Program

Consider an arbitrary Linear Program, which we will call primal in order to distinguish it from
the dual (introduced later on). In what follows, we assume that the primal Linear Program is a
maximization problem, where variables take non-negative values.

n
maximize E CjT;
Jj=1
n
subject to E ai;x; < b fort=1,2...,m

j=1
;>0 forj=1,2,...,n

The above Linear Program can be rewritten as:

maximize ¢’ (8.1)
subjectto Ax < b (8.2)
>0 (8.3)

An example:
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maximize 3x; + T2 + 3x3 (8.4)

subjectto  xy + zo + 33 < 30 (8.5
2x1 + 225 + Dxg < 24 (8.6)

dx1 + 29 + 223 < 36 (8.7)

T1,T9,x3 > 0 (8.8)

8.1.2 Dual Linear Program

Suppose that one wants to know whether there is a flow in a given network of value > «. If
such a flow exists, then we have a certificate of small size that proves that such a thing exists: the
certificate is a flow f such that &« = v(f). Now, what if one wants to know whether or not every
flow has value < «a? One certificate we can give to prove this is to list all flows (say, of integer
values). But this certificate is far too large. From the max-flow min-cut theorem we know that the
weight of every cut is an upper bound to the maximum flow. Observe that for this, we just list the
cut, which is a small certificate. Note that the “size” of the certificate is one thing. We care both
about the size and about the time required to verify using this certificate.

The above relation between max-flow and min-cut is called duality. The concept of duality
appears to be very useful in the design of efficient combinatorial algorithms. As we have men-
tioned before, Linear Programming can be seen as a kind of “unification theory” for algorithms.
Part of its classification as such a thing is because there is a systematic way of obtaining duality
characterizations.

Any primal Linear Program can be converted into a dual linear program:

m
minimize E by;
i=1

subject to Zaijyi >ciforj=1,2,....n

i=1
y; >0 fori=1,2,...,m

The above Linear Program can be rewritten as:

minimize 0§ (8.9)
subject to ATy > ¢ (8.10)
7>0 (8.11)

The primal Linear Program example given in (8.4) - (8.8) can be converted to the following
dual form:
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minimize 30y; + 24y, + 36y;
subject to Y1+ 2y +4ys > 3
1+2y2+ys <1
3y1 + 5y2 + 2y3 < 2
Y1, Y2, Y3 > 0
As we shall see, in cases when both the primal LP and the dual LP are feasible and bounded,

the objective value of the dual form gives a bound on the objective value of the primal form.
Furthermore, we shall see the two optimal objective values are actually equivalent!

8.2 Weak Duality

Theorem 8.2.1. (Weak Duality) Let & = (x1, 2, ...,x,) be any feasible solution to the primal
Linear Program and let § = (Y1, Y2, - - . , Ym) be any feasible solution to the dual Linear Program.
Then cT'% < by, which is to say

3

Proof. We have

3

[
Corollary 8.2.2. Let & = (1, x2,...,2,) be a feasible solution to the primal Linear Program,
and let ¥ = (Y1, Y2, - - - , Ym) be a feasible solution to the dual Linear Program. If
2o =) by
j=1 i=1

then ¥ and i are optimal solutions to the primal and dual Linear Programs, respectively.

Proof. Lett = Y77 cjz; = > " biy;. By the Weak Duality Theorem we know the objective
value of the primal Linear Program is upper bounded by ¢. If we set x to be such that it meets its

upper bound ¢, then z is an optimal solution. The proof for y is similar. [
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8.3 Farkas’ Lemma

Farkas lemma is an essential theorem which tells us that we can have small certificates of in-
feasibilty of a system of linear inequalities. Geometrically this certificate is a hyperplane which
separates the feasible region of a set of constraints from a point that lies outside this region. Al-
though the geometric intuition is clear (and straightforward), it takes a little bit of work to make it
precise. The key part of the proof of Farkas lemma is the following geometric theorem.

8.3.1 Projection Theorem

Theorem 8.3.1. (Projection Theorem) Let K be a closed, convex and non-empty set in R", and
b e R™ b ¢ K. Define projection p of b onto K to be & € K such that ||b — Z|| is minimized. Then
forall Z € K, we have (b — p)T(Z — p) < 0.

1

Proof. Letu =b— p, v = Z — p. Suppose @ - ¥ > 0, then
DIf ||9]] < 5, then
(b2 = (i -7y
= — 21 - T+ T

N

VANVAN
|

=y

<

I~

Il
=
|
S

no

which means ||b — Z|| < ||b— 7.
2) If ||v]] > f7> and because K is convex, p' € K and Z = p+ ¢ € K, we know 2’ =

L 7
D+ mﬁ € K. Then

o Q-7
b— N2 _ (7 _ —\ 2
(b—2)" = (u ||27||2U)
> 2
:ﬁz_(uqu)
17
<@
=(b—p)’
which means [|b — 27| < ||b — 7). O

8.3.2 Farkas’ Lemma

Lemma 8.3.2. (Farkas’ Lemma) One and only one of the following two assertions holds:
1. ATy = ¢, 4 > 0 has a solution.
2. AZ < 0and "% > 0 has a solution.

Proof. First, we show the two assertions cannot hold at the same time. If so, we have
=y Ax

41



We know 37 > 0 and A7 < 0. So &7 = ¢7 A7 < 0. But this contradicts ¢ 7 > 0.

Next, we show at least one of the two assertions holds. Specifically, we show if Assertion 1
doesn’t hold, then Assertion 2 must hold.

Assume ATy = ¢,/ > 0 is not feasible. Let K = {AT¢ : ¢ > 0} (which is obviously convex).
Then ¢ ¢ K. Let j = ATw(«w > 0) be the projection of ¢ onto K. Then from the Projection
Theorem we know that

(@ — ATw)T (AT — ATw) < Oforall 7 > 0 (8.12)

Define ¥ = ¢ — 7= ¢ — ATw@. Then

A (i — ) < 0forall >0
(7— @) TAZ < 0forallj >0

Let é; be the n dimensional vector that has 1 in its ¢-th component and O everywhere else. Take

iy = W + €;. Then

(AZ); = &TAZ < Ofori=1,2,...,m (8.13)

Thus, each element of A is non-positive, which means Az’ < 0.
Now, &% = (p+2)7% = p* & + #7 . Setting i/ = 0 in (8.13), we have —w/T A7 = —p7 % < 0,
so pL & > 0. Since ¢ # p, ¥ # 0, so #1& > 0. Therefore, cT T > 0. O

8.3.3 Geometric Interpretation

If ¢ lies in the cone formed by the column vectors of AT, then Assertion 1 is satisfied. Other-
wise, we can find a hyperplane which contains the origin and separates ¢ from the cone, and thus
Assertion 2 is satisfied. These two cases are depicted below.

The a;’s correspond to the column vectors of AT by and by correspond to ¢in Assertion 1 and
Assertion 2, respectively.
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8.3.4 More on Farkas Lemma

There are several variants of Farkas Lemma in the literature, as well as interpretations that one may

give. In our context Farkas Lemma is being used to characterize linear systems that are infeasible.

Among others, in some sense, this lemma provides a succinct way for witnessing infeasibility.
Now we give an variant of Farkas Lemma:

Lemma 8.3.3. One and only one of the following two assertions holds:
1. AZ>b ha:v a solution.
2. ATy =0, "5 > 0, ¥ > 0 has a solution.

Exercise: Prove Lemma 8.3.3.

8.4 Strong Duality

Roughly speaking, Farkas Lemma and the Linear Programming (LP) Duality theorem are the same
thing. The “hard” job has already been done when proving Farkas Lemma. Note that in Farkas we
have a system of linear inequalities whereas in LP Duality we have a system of linear inequalities
over which we wish to optimize a linear function. What remains to be done is to play around
with formulas such that we translate LP Duality to Farkas. To do that we will somehow “encode”
the function we optimize in the Linear Program inside the constraints of the system of linear
inequalities.

Theorem 8.4.1 (Strong Duality). Let ¥ be a feasible solution to the primal Linear Program and
let if be a feasible solution to the dual Linear Program (8.9)-(8.11). Then T and ij are optimal

—

I

dz=0b"

y
Proof. (<) See Corollary (8.2.2).

(=) Since we already have ¢’ 7 < ng by the Weak Duality Theorem, we just need to prove
e > by Let 2* =%, w* = b1y

Claim 8.4.2. There exists a solution of dual of value at most z*, i.e.,
3y ATz e 200y < 2

Proof. We wish to prove that there is a y satisfying:

(5)=(2)
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Assume the claim is wrong. Then the variant of Farkas’ Lemma implies that

(1 (9) -

has a solution. That is, there exist nonnegative &, A such that

AT = Ab =0
dr— >0
CaseI: A > 0. Then there exists nonnegative Z such that A(%) = b, & (£) > z*. This contradicts
the minimality of z* for the primal.

Case II.: A = 0. Then there exists nonnegative & such that AZ = 0, ¢'Z > 0. Take any feasible
solution 2’ for primal LP. Then for every 1 > 0, 2’ + pa is feasible for primal LP, since

1. a?’—l—ufzﬁbecausea?’z@,fzﬁ,uzo
2. A2 + pZ) = AZ + pAZ =b+p0 = b

But & (27 4 u&) = & 2’ + & u& — oo as j1 — oo, This contradicts the assumption that
the primal has finite solution.

The above claim shows that z* > w*. And we already have z* < w* by Weak Duality Theorem,
so z¥ = w* O

]

8.5 Complementary Slackness

Theorem 8.5.1. (Complementary Slackness) Let T be an optimal solution to the primal Linear
Program given in (8.1)-(8.3), and let yj be an optimal solution to the dual Linear Program given in
(8.9)-(8.11). Then the following conditions are necessary and sufficient for T and i to be optimal:

m

Zaijyizcjorxj:Oforj:]"Q""’n (814)

=1

S aya; =bory;=0fori=1,2,....m (8.15)

j=1
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Proof. (Sufficient) Define S; = {j : x; > 0} and S; = {i : y; > 0}. Then we have
5T.f = Z Cj.flfj
j=1

jESj

jESj =1

n m
:5 E QijYi | Ly
jESj i€S;

Z;Tg = i biy;
i=1

= Z biyi

1€S;
m n

:E AijTj | Yi
i€S; 7j=1
m n

:E E QijTj | Yi
i€S; jGSj

Therefore ¢T7 = I;Tyj. By the Strong Duality Theorem, we know % and ¢ must be optimal

solutions.
(Necessary) Suppose & and i are optimal solutions, we have

SO
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Suppose there exists j' such that 3 7™ | a;;y; > ¢ and 2y > 0. Then

n

cC = E CiT;

7j=1
= E CiT; +cj/xj
J#j’

<y (Em: aijyi> T+ (i aij’?/z‘) T

J#5" \i=1 =1

= (Z aijgi) Z;

j=1 \li=1

which contradicts optimality. Therefore equation (8.14) must be satisfied. Equation (8.15) can be
proved in a similar fashion. [
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Chapter 9

Simplex Algorithm and Ellipsoid Algorithm

In this chapter, we will introduce two methods for solving Linear Programs: the simplex algorithm
and the ellipsoid algorithm. To better illustrate these two algorithms, some mathematical back-
ground is also introduced. The simplex algorithm doesn’t run in polynomial time, but works well
in practice. The ellipsoid runs in polynomial time, but usually performs poorly in practice.

9.1 More on Basic Feasible Solutions

9.1.1 Assumptions and conventions

Since any LP instance could be converted to maximized standard form, we’ll use the standard form
of an LP to show some useful properties in the following lectures. We can write the maximized
standard form of LP compactly as

maximize ¢’ 9.1)
subject to AT = b (9.2)
£>0 9.3)

We only consider the case when the LP (9.1) - (9.3) is feasible and bounded. In such cases, the
feasible region is a polytope.

Since we have seen how to convert a Linear Program from normal forms to standard form in
the previous lectures, we can simplify our notation by setting A to be an m X n matrix, ¢ and Z as
n-dimensional vectors, and b as an m-dimensional vector in (9.1)-(9.3).

It’s easy to see that m < n. WLOG we suppose rank(A) = m so that all constraints are useful.

9.1.2 Definitions

Suppose the Linear Program (9.1) - (9.3) is feasible and bounded. Denote the feasible region by
S. It’s easy to see that S is non-empty and convex. Then we have the following definitions:

Definition 9.1.1 (Corner). A point 7 in S is said to be a corner if there is an n-dimensional vector
«w and a scalar ¢ such that

47



1. WTz=t,

2. W'y > tforall ¥ € S — {7}.

Intuitively, this definition says that all points in .S are on the same side of the hyperplane H
defined by w and H N S = {Z}. Also note that w3 > t for all § € S.

Definition 9.1.2 (Extreme point). A point Z in S is said to be an extreme point if there are no two
distinct points @ and ¥ in S such that & = A\t + (1 — \)¥/ for some 0 < A < 1.

The above definition says there is no line segment in S with Z in its interior.

Definition 9.1.3 (Basic Feasible Solution). Let B be any non-singular m x m sub-matrix made up
of columns of A. If #¥ € S and all n — m components of & not associated with columns of B are
equal to zero, we say ¥ is a Basic Feasible Solution to Az = b with respect to basis B.

Intuitively, this says that the columns of B span the whole m-dimensional vector space. Since b
is also m-dimensional, b is a linear composition of the columns of B. Therefore, there is a solution
Z with all n — m components not associated with columns of B set to zero.

9.1.3 Equivalence of the definitions

Lemma 9.1.4. If ¥ is a corner, then T is an extreme point.

Proof. Suppose Z is a corner, but not an extreme point. Then there exists i # 0 such that Z+§ € S
and 7 — ¢ € S. So W (¥ + ¢) >t and W' (¥ — ¢) > t. Since W' T = t, we have W’ > 0 and
wT'f < 0 which implies that @i = 0. So W' (Z + ) = W'Z =t. Since T+ € S, ¥+ § = ¥ by
the definition of corners. This means y = 6 which is a contradiction. O

Lemma 9.1.5. If ¥ is an extreme point, then the columns {a; : x; > 0} of A are linearly indepen-

dent.
Proof. WLOG suppose the columns are a7, a3, . . ., ai. If they are not independent, then there are
scalars dy, ds, . . ., dj, not all zero such that

—

dlcﬁ + dga_é + -+ dka_]; =0 (94)

WLOG we suppose |d;| < |zj| for1 < j < k. Let d be an n-dimensional vector such that
d=(dy,...,dy,0,...,0)T. Then we know

AJ:dlaﬁ+d2a3+---+dka7€+0ak11+---+0a7l:6 9.5)

SoA(f+0f)=Af:l;. Since T+d = (xl—i—dl,.. , T +dg,0,...,0) > 0, we have 7+d € S.
Similarly, we have & — d € S. Since 7 = (7 + d) + (7 — ) dd # 0, we see @ is not an
extreme point, which is a contradiction. O]

Lemma 9.1.6. If © € S and the columns {aj : x; > 0} of A are linearly independent, then & is a
Basic Feasible Solution.
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Proof. WLOG suppose & = (21, ...,2,0,...,0) where x; > 0 for 1 < j < k, which is to say,
B ={aji,...,ax} are independent. Smce rank(A) = m, we have k < m.

1) If £ = m, we are done. This is because B = [a] --- ag] is an m X m invertible sub-matrix
of A.

2) If £ < m, we can widen B by incorporating more columns of A while maintaining their
independence. Finally, B has m columns. Now the components of Z not corresponding to the
columns in B are still zero, so 7 is a Basic Feasible Solution. OJ

Lemma 9.1.7. If ¥ is a Basic Feasible Solution, then T is a corner.

Proof. WLOG suppose & = (x1,...,Tm,0,...,0)T is a Basic Feasible Solution, which is to say

B=[a} -+ apylisanm x m non—singular sub-matrix of A. Setw = (0,...,0,1,...,1)T (with
m 0’sandn —m 1’s) and ¢t = 0. Then W’ 7 = 0. And w7 > 0 for any i/ € Ssmcegjz 0.

If there exists Z € S such that w2 = 0, then Z = (z1,...,2m,0,...,0)7 and b= A7 =
Blzy -+ zn]7. Since b = AT = Blzy -+ x,]7, we have [z -+ 2|7 = [#1 -+ 2|7 = B71b.
So 7= 7.

Thus w” % = t and w"7’ > ¢ for all 77 € S — {#}, which proves 7 is a corner. O

Now we have the following theorem stating the equivalence of the various definitions:

Theorem 9.1.8. Suppose the LP (9.1) - (9.3) is feasible with feasible region S. Then the following
statements are equivalent:

1. Zis a corner;
2. X is an extreme point;
3. Zis a Basic Feasible Solution.

Proof. From Lemma (9.1.4) - (9.1.7). []

9.1.4 Existence of Basic Feasible Solution

So far we have seen equivalent definitions for Basic Feasible Solutions. But when do we know
when a BFS exists? The following theorem shows that a BFS exists if a feasible solution does.

Theorem 9.1.9. If the Linear Program (9.1) - (9.3) is feasible then there is a BFS.

Proof. Since the LP is feasible, the feasible region S # (). Let Z be a feasible solution with a
minimal number of non-zero components. If # = 0, we are done since 0 is a BFS. Otherwise, set
I ={i:2z; >0} thenit’s clear I # (). Suppose 7 is not basic, which is to say, {a; :i € I} are not
linearly 1ndependent Then there exists @ 7 0 with u; = 0 for i ¢ 1 satlsfymg At = 0.

Consider Z = 7+ €il. It’s clear A7 = b for every e. In addition, ¥’ > 0 for sufﬁcwntly small e.
So 7 is feasible. Increase or decrease € until the first time one more components of Z hits 0. At that
point, we have a feasible solution with fewer non-zero components, which is a contradiction. [
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9.1.5 Existence of optimal Basic Feasible Solution

Suppose a Linear Program is feasible and finite, i.e. has a finite optimal value. Then we can show
the LP has an optimal Basic Feasible Solution.

Theorem 9.1.10. If the Linear Program (9.1) - (9.3) is feasible and finite, there is an optimal
solution at an extreme point of the feasible region S.

Proof. Since there exists an optimal solution, there exists an optimal solution ¥ with a minimal

number of non-zero components. Suppose 7 is not an extreme point, then & = A\ + (1 — \)¥ for

some 7,7 € S and 0 < A < 1. Since 7 is optimal, we must have 74 < ¢’ ¥ and ¢’ v’ < ¢’ 7. Since

'y = X' + (1 — \)é'v, this implies ¢'@f = ¢’ ¢ = ¢ 7. Thus @ and ¥ are also optimal.
Consider 7' = ¥ + ¢(u — v). The following statements are easy to check:

1. 'y =T for all ¢;
3. z; > 0=z} > 0 for sufficiently small e.

Increase or decrease € until the first time one more components of ” is zero. At that point, we have
an optimal solution with fewer non-zero components, which is a contradiction. O]

Corollary 9.1.11. Ifthe Linear Program (9.1) - (9.3) is feasible and finite, then there is an optimal
Basic Feasible Solution.

Proof. From Theorem (9.1.8) and Theorem (9.1.10). L]

9.2 Simplex algorithm

9.2.1 The algorithm

The simplex algorithm is based on the existence of an optimal Basic Feasible Solution(BFS). The
algorithm first chooses a BFS (or reports the LP is infeasible), then in each iteration, moves from
the BFS to its neighbor (which differs from it in one column), and makes sure the objective value
doesn’t decrease when all non-basic variables are set to zero. This is called pivoting.

Consider the following example:

) Z3 31’6

=274 2 4 2B _ =6

: tT Ty T
9 ) I3 Tg

rTH =9 - — — — — —
! 4 2 4
31’2 5[E3 Tg
=912 _ T8, 6
= 12 T
3x Tg

Ty = 6 —72—4[E3+ Eb
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In this LP, {x1, x4, x5} is a BFS. If we set non-basic variables to zero, the objective value is 27.
After a pivoting with x5 joining the BFS and z; leaving the BFS, it becomes:

111 To Ts 11xg
Z [ — — —_— — —_—

4 16 8 16
o= 33T T 9T
7y 16 ' 8 16

3 31’2 T5 Tg
S R R T

69 31’2 4 55175 T
T 6 TR T 16

In this LP, {x1,x3, 24} is a BFS. If we set non-basic variables to zero, the objective value is
%1 > 27. If we continue pivoting, either we reach the optimal BFS, or we conclude the LP is
unbounded.

To prevent cycling, we can use Bland’s rule, which says we should choose the variable with
the smallest index for tie-breaking.

Interested readers should refer to Introduction to Algorithms, Chapter 29 for more details of

the simplex algorithm. In particular, this will illustrate:
1. How to choose the initial BFS.
2. How to choose the pivoting element.

3. When to assert the LP is infeasible, unbounded or whether an optimal solution can found.

9.2.2 Efficiency

The simplex algorithm is not a polynomial time algorithm. Klee and Minty gave an example
showing that the worst-case time complexity of simplex algorithm is exponential in 1972. But it is
generally fast in real world applications.

9.3 Ellipsoid algorithm

In this section, we only consider when a finite feasible region exists.

9.3.1 History

If we formulate an LP in its decision version, then it’s obvious LP € NP since a NTM can nonde-
terministically guess the solution. In addition, LP € co-NP since an NTM can guess the solution
to the LP’s dual. So LP € NP N co-NP. However, it was not until Khachiyan posted his ellipsoid
algorithm, a polynomial time algorithm, that people knew LP € P.
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9.3.2 Mathematical background
Carathéodory’s theorem

Theorem 9.3.1 (Carathéodory’s theorem). If a point ¥ of R lies in the convex hull of a set P, there
is a subset P’ of P consisting of d + 1 or fewer points which are affinely independent such that ¥
lies in the convex hull of P. Equivalently, ¥ lies in an r-simplex with vertices in P, where r < d.

Proof. Let T be a point in the convex hull of P. Then, 7 is a convex combination of a finite number

of points in P:
k
T = Z )\jxj
j=1

where every z; is in P, every ), is positive, and Zle Aj =1
If xo — 21, ..., 2, — x; are linearly independent, there are scalars s, . . ., i not all zero such
that

i — 1) =0

E

j=2

If 17 is defined as j; = — Z§:2 ftj, then Z?Zl pijz; = 0 and Z?Zl 1; = 0 and not all of the
;s are equal to zero. Therefore, at least one y; > 0. Then,

k k k
T=) Nuj—a)y prp=y (A — )z
j=1 J=1

= 7j=1

for any real «v. In particular, the equality will hold if « is defined as

— min dY - — N
oz—lrglgk{w.u]>0} e

Note that o > 0, and for every j between 1 and k, \; — ap; > 0. In particular, \; — ap; = 0
by definition of «.. Therefore,

k
=) (A —amy)
j=1

where every Ajoy; is non-negative, their sum is one, and furthermore, \;ay; = 0. In other
words, 7' is represented as a convex combination of one less point of P.

Note thatif £ > d + 1, xo — x1,..., 2, — x1 are always linearly dependent. Therefore, this
process can be repeated until 7 is represented as a convex combination of » < d + 1 points
Tiyy--.,T;, In P.Since x;, — x;,,...,x; — x;, are linearly independent, when this process termi-
nates, z;,, . . ., x;, are affinely independent.

O

Quadratic form

7T AZ is called a quadratic form, where Z is an n-dimensional vector and A is a symmetric n X n
matrix. If A is positive definite, then 27 AZ = 1 is an ellipsoid.
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Volume of n-simplices

A set of n + 1 affinely independent points S € R"™ make up an n-simplex. The volume of this

n-simplex is
1
L et ( 11 1> |
n! Po P1 vt D

9.3.3 LP\LI and LSI

There are three kinds of problems that are related to each other.

Question: [Linear Programming/IP] Given an integer m x n matrix A, m-vector b and n-vector
C, either

(a) Find a rational n-vector Z such that 7 > 0, AT = b and &7 is minimized subject to these
conditions, or

(b) Report that there is no n-vector & such that ¥ > 0 and AT = l;, or

(c) Report that the set {77 : A7 = b, # > 0} has no lower bound.

Question: (Linear Inequalities) Given an integer m x n matrix A and m-vector l;, is there an
n-vector  such that A7 < b?

Question: (Linear Strict Inequalities/L.SI) Given an integer m x n matrix A and m-vector b, is
there an n-vector ¥ such that A7 < b?

Polynomial reductions

Theorem 9.3.2. There is a polynomial-time algorithm for an LP if and only if there is a polynomial-
time algorithm for LI.

Theorem 9.3.3. If there is a polynomial-time algorithm for LSI then there is a polynomial-time
algorithm for LI.

Therefore, we just need to provide an polynomial-time algorithm for LSI to ensure there is a
polynomial-time algorithm for LP, via the reduction LP < LI < LSIL.

9.3.4 Ellipsoid algorithm

The main idea of the ellipsoid algorithm is to do a binary search. Initially the algorithm finds
an ellipsoid large enough so that a part of the feasible region with lower-bounded volume vy is
contained within it. In each iteration, the algorithm tests whether the center of the ellipsoid is a
feasible solution. If so, it reports success. Otherwise, it finds a constraint that is violated, which
defines a hyperplane. Since the center is on the wrong side of this hyperplane, at least half of the
ellipsoid can be discarded. The algorithm proceeds by finding a smaller ellipsoid which contains
the half of the original ellipsoid which is on the correct side. The ratio between the volume of the
new ellipsoid and that of the old one is upper bounded by r(n) < 1. Therefore, after (polynomially)
many iterations, either a solution is found, or the ellipsoid becomes small enough (the volume of
it is less than vg) such that no feasible region can be contained in it. In the latter case, the feasible
region is can be declared empty.
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The whole algorithm is given below:

Algorithm 8: Ellipsoid algorithm

input : Anm X n system of linear strict inequalities AZ’ < b, of size L
output: an n-vector such that Ax < 5, if such a vector exists; ‘no’ otherwise
1. Initialize

Set j =0,y =0, By = n?22L . I.

/* 7 counts the number of iterations so far. */
/* The current ellipsoid is E; ={%: (¥ — t;)TBj*l(f— ) <1} */
2. Test
if £, is a solution to A% < b then
\ return t;
end
if j > K = 16n(n + 1)L then
| return’no’
end
3. Iterate:
Choose any inequality in A7 < b that is violated by t;; say a’ t; > b
Set

to :t_f_L&

AR n+1,/d'Bja

n? (B, — 2 (Bja)(Bja)"

n2—1""7 n+1 da'Bja
J=J+1

)

Bjy =

Goto 2.

Theorem 9.3.4. Ellipsoid algorithm runs in polynomial time.

Proof. The algorithm runs for at most 16n(n + 1) L rounds, and each round takes polynomial time.
So the algorithm runs in polynomial time. [
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Chapter 10

Max-Flow Min-Cut Through Linear
Programming

In this chapter, we give a proof of the Max-Flow Min-Cut Theorem using Linear Programming.

10.1 Flow and Cut

First, we review the definition of Max-Flow and Min-Cut and introduce another definition of Max-
Flow.

10.1.1 Flow

Let N = (G, s,t,c) be a network (directed graph) with s and ¢ the source and the sink of N,
respectively. The capacity of an edge is a mapping ¢: £ — R™, denoted by ¢, or ¢(u,v); this
represents the maximum amount of “flow” that can pass through an edge.

Definition 10.1.1 (Flow). A flow is a mapping f: £ — R™, denoted by f,, or f(u,v), subject to
the following two constraints:

1. fuy < ¢y for each (u,v) € E (capacity constraint)
2. > e fuw = 220 (wwer fou for each v € V'\ {s, 1} (conservation constraint).

The value of flow represents the amount of flow passing from the source to the sink and is
defined by val(f) = ),y fsv, Where s is the source of N. The maximum flow problem is to
maximize val(f), i.e. to route as much flow as possible from s to the .

Definition 10.1.2 (Path). A path is a sequence of vertices such that there is a directed path from
one vertex to next vertex in the sequence. An s — ¢ path is a path that with s at the beginning of the
sequence and vertex ¢ the last.
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10.1.2 An alternative Definition of Flow

We currently give another definition of flow, and later prove that it is equivalent to Definition 10.1.1.

Definition 10.1.3 (Flow (alternate)). In N = (G, s, t, ¢), let P be the set of vertices that constitute
the s — ¢ path. A flow is a mapping f’: P — R, denoted by f] or f'(p), subject to the following
constraint:

L > wwyep fp < Cuw foreach (u,v) € E
The value of flow is defined by val(f’) = >_ p [}

10.1.3 Cut

Definition 10.1.4 (Cut). An s-t cut C' = (S, T) is a partition of V' such that s € Sandt € T.
Definition 10.1.5 (Cut Set). The cut-set of C is the set {(u,v) € E|u € S,v € T'}.

Note that if the edges in the cut-set of C are removed, val(f) = 0.
Definition 10.1.6 (Capacity). The capacity of an s — ¢ cut is defined by ¢(S,T) = Z(W) csxT Cuv-

The minimum cut problem is to minimize ¢(.S,7"), i.e. to determine an S and 7" such that the
capacity of the S-T" cut is minimal.

10.2 Max-flow Min-Cut Theorem

In this section, we prove the Max-Flow and Min-Cut Theorem by using Linear Programming.
Before we go into the proof, we need the following two lemmas.

Lemma 10.2.1. Given N = (G, s,t,c), for every flow val(f) > 0, there exist an s — t path p such
that ¥ (u,v) € p, fus >0

Proof. We prove the lemma by contradiction.
If such an s — ¢ path does not exist, let A = {v € V|3 s-v path p,V(u,w) € p, fuw > 0}. Then
scAtg AandVue A, v € A, f,, =0

SO fow- Z fw) = D fa

veEA w: (v,w)EE u: (u,v)eE w: (s,w)eEE
= wal(f)
> 0
But
D02 = D S = D Swe D e
veEA w: (v,w)EE u: (u,v)EE vEAWEA,(v,w)EE ugAveA, (uv)EE
= - Z fuv
ugAveA,(u,v)EE
< 0
This is a contradiction. [
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Lemma 10.2.2 (Flow Decomposition). The two definitions of flow 10.1.1 and 10.1.3 are equiva-
lent. In N = (G, s,t,¢), for every « € RT,

Af:E— RT val(f) =a < 3f : P — RY val(f') = «

Proof. («<) Let fuv = Zp: (u,v)€P fll)

e First we prove that f is a flow by examining the two constraints given in Definition 10.1.1.
For the capacity constraint, we know by Definition 10.1.3 of f’, f,, < ¢, for each (u,v) €
E.

For the conservation constraint, by the definition of path 10.1.2, for every path p, V(u,v) €
p, (v, w) € pand V(v,w) € p, I(u,v) € p.

Thus, for every path p and node v , [{(u,v) € plu € V}| = |{(v,w) € plw € V}|. So for
everyv € V

2.2 h= 2 >k

pEP w: (u,v)Ep pEP w: (v,w)€p
= E fuv § fvu
u: (uw)EE u: (v,u)EE

e Second we prove that val(f) = val(f’)

val(f):Zfsv Z Z f= Zf = val(f’)

veV veV (s,v)ep pEP
(=) We prove this direction by induction on |E)|,
e The base case is obvious when |F| < 2,

e For the inductive step, if val(f) = 0, let f = 0.
If | f| > 0, then by Lemma 10.2.1 there exists an s — ¢ path p. Let &« = miny,, (4,0)ep, @ > 0.

We construct a new flow f; by reducing f,, by « for every (u,v) € p and then remove all
edges (u,v) such that f(u,v) = 0. In the new flow, at least one edge is removed; thus, by
induction, Jval(f]) = val(f1). We can then get f’ by adding p to f.
Thus we find

val(f') = val(f]) + a = val(f1) + o = val(f)

]

Theorem 10.2.3 (Max-flow Min-cut Theorem). Given N = (G, s,t,c), max{val(f) : £ —
R™} = min{val(f'): P — R}

Proof Sketch: 1. Get the LP of the max-flow problem according to the Definition 10.1.3.
2. Find the dual of the LP. The equivalence of the two answers are guaranteed by the strong

duality theorem.
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3. Prove the solution of the dual is equal to the answer of the min-cut problem.

Proof. First, we present an LP of the max-flow problem along with its dual.

Max-flow Dual
maximize: val(f’) = ZPGP hp minimize: Z(U?U)GE CuvYuw
subject to: subject to:
Dtwwmepty S Cw (W) EE Y uwyep Yo = 1 peP
fi 20 peP Y > 0 (u,v)€FE

We prove the solution of the dual LP is equivalent to that of the min-cut of NV via the following
two observations.

Observation 10.2.4. In N, ¥V cuts C = (S, T), there is a feasible solution to the dual LP of max-
follow in N with cost equal to ¢(S,T).

Proof. For C' = (S,T), set

1 ueSveT
Yuw =3 0 otherwise

It is easy to check that this is a feasible solution of the dual LP and the cost is equal to ¢(S,7"). [

Observation 10.2.5. In N = (V, E), given a feasible solution {y,, } v ecp to the dual LP, 3C' =
(S,T), where c(S,T) is less than or equal to the cost of the solution.

Proof. First, construct a graph G = (V| F), where the distance between u and v is given by
dis(u,v) = Yy, (u,v) € E.

Let d(u, v) be the length of shortest path from u to v according to dis.

Thus the first | P| constraints of the dual LP can be written as

d(s,t) >1

Clearly, this stipulates that all paths from s to ¢ should be greater than 1.
Pick a uniform random number 7" € [0, 1).
For a given 7', we construct a cut in the following way,

c S d(s,v) <T
v T d(s,v)>T

We define the following function to make things more clear.

1 ueSveT

In(u,v,S,T) = { 0 otherwise
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We prove that the expectation of ¢(S, T') is equal to the cost of the solution of the dual LP.

E(c(S,T)) = Y E(cwIn(u,v,5,T)) (10.1)
(u,v)EE

= Y cwE(n(u,0,8.7)) (10.2)
(u,v)EE

= ) cuwPr(ueSveT) (10.3)
(u,v)EE

= Z Cup Pr(d(s,u) < T Nd(s,v) >T) (10.4)
(u,v)EE

< ) cwld(s,v) —d(s,u)) (10.5)
(u,v)EE

< Z Cuv + dis(u, v) (10.6)
(u,v)EE

= Z CuvYuv (10.7)
(u,v)EE)

Because the expectation of ¢(S5,T') equals to the cost of the solution, then there must exist a cut
C = (S, T) which is less than or equal to the cost of the solution. O

According to Observation 10.2.4, we know that the minimum cost of the solution of the dual
LP is less or equal to that of min-cut the problem.
According to Observation 10.2.5, we know that the solution to the min-cut problem is less than or
equal to the minimum cost of the solution of the dual LP.
Thus, we arrive at the conclusion that the solution of the dual must exactly equal to that of the
min-cut problem.

The proof of Max-flow Min-cut Theorem immediately follows. [
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Chapter 11

Rounding Technique for Approximation
Algorithms(I)

In this chapter, we give some concrete examples about using Linear Programming to solve opti-
mization problems. First, we give the general method to solve problems using LPs. Then, we give
the Set Cover problem as an example to the general method. We give two approximation algo-
rithms for Set Cover and apply LP-rounding on the Vertex Cover problem to get a 2-approximation
algorithm.

11.1 General Method to Use Linear Programming

Here, we show the general idea to solve problems using an LP.

Beaslen Integer_ .Lmea.r . Solutionto LP Solution
Instance Programming Programming

To make things easier to understand, we will provide three examples of problems solved by
Linear Programing: Set Cover, Vertex Cover and MAX-K SAT.

11.2 Set Cover Problem

11.2.1 Problem Description

We are given a set U of n elements ey, e, --- ,e,, and a set S of k subsets 51,5, -, S; from
U. A set cover is a collection of subsets from S that satisfy the condition that every element in U
belongs to one of the subsets. In addition, we are given a cost function ¢ : S — Z*. The cost of a
set cover is denoted by the sum of costs of each subset in the collection of selected subsets S. Our
objective is to find the collection of subsets that minimizes the cost.

Example 11.2.1. U = {1,2,--- ,6} and S’ = {5, Sy, S3} where Sy = {1,2}, S, = {2,3,4} and
S3 = {5, 6}. In addition, we have the cost of the three sets are 1, 2 and 3 respectively. The example
is illustrated below:
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AN

A cover of U

Figure 11.1: Set Cover Example

By definition, S} = {Ss, S5} is not a set cover of (U, S, ¢) because S} does not cover 1. Con-
versely, S, = {51, 5o, S3} is the only set cover in this example and ¢(S}) = ¢(S7)+¢(S2)+¢(S3) =
6.

A Set Cover problem (U, S, ¢) is denoted by

Input
{617627 e 7en}
S = {Sla327“'a‘s’k} SZQU
c : S—7zt
Output

min c(S) = min c(S) subjectto Vi, 3js.t. S; € S'ande; € S

11.2.2 Complexity
Theorem 11.2.2. The Set Cover Problem is NP-hard.

Proof. Our proof is by reduction from Vertex Cover. For any given instance of Vertex Cover in
graph G = (V,E) and an integer j, the Vertex Cover problem determines whether or not there
exist j vertices that cover all edges.

We can construct a corresponding Set Cover Problem (U, S, ¢) as follows. We let U = E; for
each vertex in v € V, we form a set S' € S that contains all edges in E directly linked to the vertex
v. Further, for every S € S, let ¢(S) = 1. This construction can be done in time that is polynomial
in the size of the Vertex Cover instance.

Suppose that GG has a vertex cover of size at most j; then we have a set cover in the constructed
problem by simply choosing the subsets corresponding to the selected vertices. On the other hand,
suppose that we have a set cover in the constructed problem; we can therefore choose those vertices
corresponding to the selected subsets. In this way, we have Vertex Cover <p Set Cover. It follows
that the Set Cover Problem is NP-hard. [
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11.2.3 Greedy Set Cover
Algorithm Description

Algorithm 9: Greedy Set Cover Algorithm

Input: element set U = {ey, ey, -+ ,e,}, subset set S = {57, Sy, - -+ , Sk} and cost function
c:S—Z*
Output: set cover C with minimum cost
C+ o
while C # U do
Calculate cost effectiveness (defined below): aq, as, - - - , oy of the unpicked sets

St, Sy, -+, S respectively;
pick a set S; with minimum cost effectiveness «;
C+CuUSj;

output C;

The cost effectiveness a of subset S above is denoted by

c(S)
RS
Let C; be the set of those sets chosen up to and including that in iteration i. |S — C;| means the

size of the subtraction from set S of the all union of all subsets in C;. It is obvious that for any
particular subset .S}, its cost effectiveness «; varies from one iteration to another.

Example 11.2.3. U = {1,2,--- .6} and S’ = {51, 52, , Sip}. The elements and cost of each
set are given below

Sl = {1,2} C(Sl) = 3
SQ = {3,4} C(Sz) = 3
Sg = {5,6} C(Sg) 3
S, = {1,2,3,4,5,6} ¢(S,) 14
55 = {1} 0(55) 1
86 = {2} C(S5) 1
S; = {3} c(Ss) 1
Ss = {4} o(Ss) = 1
Sg = {5} C(S5) 1
SlO = {6} 0(55) = 1

The example is depicted in graphical form in Figure 11.2.3.

There are several feasible set covers in this example, e.g. {57, S, S3} and {53, S5, S6, S9, S10}-
However, the set cover with the minimum cost is {.S5, Sg, S7, Ss, So, S10}, With a corresponding
cost of 6.

We give a simple example of how to compute cost effectiveness. Let C = {57, Sa, Sg}. Then,

for subset S3 we have

. C(Sg) . § .
‘“W&—q_1_3
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Figure 11.2: Greedy Set Cover Example

Approximation Rate of the Greedy Set Cover

We sort the elements ey, e, - - - , e, by the iteration when they were added to C. Let this sorted list
be e}, e, -+ ,el.
el e'2 e'3 e4 e'5 .. en
L | | | I
Sl S'2 S'3 ... S'm

Figure 11.3: sort elements by iteration time

Notice that the above subsets S are different from the original S}, namely, the set only includes
those elements added by itself to C.
For each e"i which is added to .S j’-, we define

. /
price(e;) = agy
namely the cost effectiveness of the set where ¢’; was covered.

Observation 11.2.4. A(I) =", _, price(e},)
We denote the cost of the set cover of Greedy Set Cover by A(I), where I is the input. Therefore,
we have

A(I) = ¢(C)

_ (S)
22

n

= me'ce(e;)

k=1
The third equation above breaks the cost of a subset into the costs of those elements in the subset.

Lemma 11.2.5. Let k = 1,2, -- ,n, we have price(e),) < OPT/(n — k + 1).
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Proof. Note that the remaining elements €, e}, -+ , e, can be covered at cost at most OPT,
namely in the OPT solution of the problem. Therefore, there is a subset in OPT which has not been
selected and with a cost effectiveness at most O PT'/(n — k + 1). Further, our algorithm chooses to
cover a set with minimum cost effectiveness, so that we should have price(e)) < OPT/(n—k+1)
to guarantee our algorithm could pick the selected subset. [

Theorem 11.2.6. Greedy Set Cover is In(n)-approx

Proof.
A(l) = me'ce(e;c)
k=1
1 1 1
< (-—+——+--+=+1)0PT
< (=gt t+])

< [In(n)|OPT

The first equation is due to Observation 11.2.4, and the second is derived from the above lemma.
Thus, the Greedy Set Cover is an In(n)-approximation algorithm. O

Tightness of Greedy Set Cover

U={ej,es,--,e,}andS = {51, 5, ,S,}. The elements and cost of each set is given below:
S = {1} c(S1) = 1/n
S = {2} (%) = 1/(n—1)
Sp1 = {n—-1} c(Sp-1) = 1/2

S, = {1.,2,--- ,n} c(Sp) = l+e

The € above is some negligible value. It is obvious that the OPT Set Cover is {S,,} with cost n.
However, in our algorithm, in iteration ¢ we will pick the \S; that has the minimum cost effective-
ness. The ¢ is used here to make sure the cost effectiveness of S is smaller that of S,,. In this way,
we will choose all n subsets and get a solution with cost

1 1

—+
n n-—1

ot 1= [In(n)]

So we construct a worst case for any n with approximation ratio In(n). In conclusion, the In(n)
approximation is tight for Greedy Set Cover.
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11.2.4 LP-rounding Set Cover
Integer Program

We express the Set Cover problem as an Integer Programs in the following form:

Minimize .
i=1

Subject to
Zi:eESi u; 2> 1 ’ Vee U
w € {0,1} , i=1,2,--- k

where u; is the boolean variable that shows whether or not set S; has been chosen. S; is not chosen
when u; = 0, while .S; is chosen when u; = 1.

Example 11.2.7. U = {1, 2, 3,4} and the sets and cost of each are given below:

S, = {12} «S) = 5
SQ {2,3} C(Sg) = 100
Sy = {2,3,4} ¢(S;) = 1

We can change the set cover problem above into the integer programs as follows:
Minimize
S5uy + 100uy + us

Subject to
1 u > 1
2 UL + Uo + U3 Z 1
3 us+ug > 1
4 us Z 1
u; € {0,1} ie€{1,2,3}

Relaxing to a Linear Program

The above construction an Integer Program properly represents the original Set Cover problem;
however, the Integer Program is still NP-hard.
To get an approximation algorithm, we relax the integral constraints and get a Linear Program.

Integer Program Linear Program
Minimize :37 | u;c(S;) Minimize :37_, u;c(S;)
Subject to: Subject to:
Zi:eGSi u =21 , VeelU Zi:eGSi u>1 , YeelU
w € {0,1} , i=1,2,--- k 0<uy; £1 |, 1=1,2,--- kK

We relax only the non-linear constraints for u;. In this way, we can easily solve the Linear
Program in polynomial time. However, the relaxation of constraints brings about a new problem:
How can we interpret the result vector u = (uq, ug, - - - , ux) when some wu;’s are fractions?
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Algorithm 10: LP-rounding Set Cover Algorithm

Input: element set U = {ey, es, -+ ,e,}, subset set S = {57, Sa, - -+ , Sk} and cost function
c:S— 7"t
Output: set cover C with minimum cost

1. Write the original Set Cover problem as an Integer Program.
2. Relax the Integer Program into a Linear Program.

3. Solve the Linear Program using the Ellipsoid Algorithm and obtain
@ = (uy,ug, - ,uy) € RE.

4. Let f be the maximum frequency (the number of times that element appears in distinct
subsets).

5. Output deterministic rounding o/ = (u}, uj, - -- ,u}) € {0,1}*, where u/ satisfies

0 , otherwise

LP-rounding Set Cover Algorithm

The algorithm first changes the original Set Cover problem into an Integer Program, then relaxes
the constraints of the IP to obtain a Linear Program. By solving this LP, we get a solution # € R*.
Lastly, we round each element of the result vector u using the f below.

Effectiveness of LP-rounding

Lemma 11.2.8. LP-rounding Set Cover is an f-approximation.

Proof. First, we prove that W/ is a feasible solution. In order to show this, we need to examine each
constraint and satisfy it. Suppose

uptug+-o- w21

be one of the constraints. By definition, we have [ < f. Now, there must be some ¢ such that
u; > 1/1 > 1/ f. In this way, u; will be rounded to 1, and therefore satisfies the proper constraint.
Thus, the resulting vector W/ is a feasible solution.

On the other hand, we look into the rounding process from u; to u;:

;>
u;:{l w>1/f

0 , otherwise
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We can easily check that u; < f - u; for both cases. So that

k k
ZC(SZ') cup < ZC(SZ') ey
i=1 i=1
k
= fY S
i=1
< f.0PT

The first inequality is due to Lemma 11.2.8. The second inequality comes from relaxing the con-
straints to enlarge the feasible solution area. Finally, we know that the OPT from the Integer
Program will be included in the solution space of the Linear Program.

p e, 1 p N OPT;p > OPTyp

This shows that the LP-rounding of Set Cover produces feasible solution for the problem, and
gives approximation ratio of f. ]

11.3 Vertex Cover

As we proved in Section 11.2.2, any Vertex Cover problem can be changed into Set Cover problem.

Example 11.3.1. G = (V, E), where V' = {uy, us, ug, ug, us} and £ = {ey,eq, -+ ,eg}. We can

Figure 11.4: Vertex Cover Example

change the above Vertex Cover problem into a Set Cover problem, where

U = {61762763764765a66767768}
S = {(61762763)7<€1764765)7(63764766767)7(62766768>7(657677€8)}
C(SZ> =1 s VSZ €S

From the above construction, i.e. using LP-rounding for Set Cover, we may by extension solve
the Vertex Cover problem, the maximum frequency corresponding to the number of vertices that
belong to a particular edge, which is 2. We have, therefore, f = 2 and the fact that by using
LP-rounding for Set Cover, we can get a 2-approximation algorithm for Vertex Cover.
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Chapter 12

Rounding Technique for Approximation
Algorithms(II)

In this chapter, we will give a randomized algorithm for Set Cover. The algorithm gives an approx-
imation factor of logn for Set Cover, and reaches this approximation ratio with high probability.
Then, we give a randomized algorithm for the MAX-K SAT problem. Furthermore, we will give a
deterministic algorithm which derandomizes the aforementioned MAX-K SAT algorithm using the
method of conditional expectation.

12.1 Randomized Algorithm for Integer Program of Set Cover

12.1.1 Algorithm Description

We know from the previous lecture how to express the Set Cover problem as a Linear Program.
For the randomized algorithm, we do the same thing as the last lecture, perform a linear relaxation.

Minimize : .
i=1

Subject to:

Diees, i =1, VeeU
u; €10,1 , i=1,2,---,k

Here is the algorithm:

12.1.2 The correctness of the Algorithm

Firstly, we want to know the expectation of C'(G), where C'(G) is the configuration of a random
collection of sets in all iterations. Assume G is the random collection of sets in one iteration. Then
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Algorithm 11: LP-rounding Set Cover Algorithm

Input: element set U = {ey, es, -+ ,e,}, subset set S = {57, Sa, - -+ , Sk} and cost function
c:S— 7"t
Output: set cover C with minimum cost

1. Solve the LP-rounding Set Cover, and let the solution be (z1, x5 . ..z,) € R"(e.g. using the
Ellipsoid algorithm)

2. Randomly choose u} € [0, 1]
If w, < z;, u; < 1, otherwise u; < 0
Then Pr(u; = 1) = z; and Pr(u; =0) =1 —x;

3. Repeat the second step 2 In n times. Output the collection G of sets corresponding to u; (If
u; = 1, then we picked S; into G)

the expectation of C'(G) is

E[C(G)] = ) _Pr(S;is picked)C(S;)

=1

k
i=1
OoP Tfractional

< OPT
So the expectation of C'(G) is
E[C(G)] < 2Inn x E[C(G)]
S (2 ln TL)OP ﬂraction
< 2InnOPT
Markov’s inequality:
E(lX
Pr(X| > ) < XD
a
Using Markov’s inequality, we have
1
Pr[C(G) > 8InnOPT| < 1

Now, we want to know the probability that every e; has been covered. We know one element is
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not covered during one iteration of step 2 in algorithm with probability

Prle is not covered in one iteration] = H (1 —x)

i:e€S;

< e
i:e€S;

— 6_ Zi:eESi Ti
1

S —
e

The last inequality is due to ), 5, Ti > 1
Then the probability that e is not covered in any of the 2 In n repetitions is:

1 1
P< - 21nn< _ 2:_
<P < ()=

We know that:
Pr(Av B) < Pr(A) + Pr(B)

So the probability of having an element which is not covered is:

Pr[3eis not covered] = Pr[e; is not covered V e, is not covered - - - V e, is not covered]
< i ‘n
S 3
1
T on
So

1
Prlall elements are covered] > 1 — —
n

Let £ be the event that all elements are covered and £’ be the event that C(G) > 81nn - OPT.
Then we have:

Pri&"ngEl > 1———

3|
I

1
- 2
3

Hence, we have an algorithm that succeeds with probability higher than % Using Chernoff
bounds we can repeat the algorithm a polynomial number of times so as to succeed with high
probability.

12.2 Method of Computation Expectations

12.2.1 MAX-K-SAT problem
Let us introduce the MAX-K-SAT problem.
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Input:

1. K-CNF ¢; Acy--- Aepy,

2.C:c1,¢a...0p — 7T

Output:

output a truth assignments that maximizes profit, i.e. satisfies a maximal number of clauses

We know that MAX-2-SAT is an NP-Hard problem. But we have a derandomized algorithm to
get at least one half of the optimal for the problem.

12.2.2 Derandomized Algorithm

The derandomized algorithm can be described as follows:

We choose every variable’s value with % probability of 1 and % probability of 0. Using E(X +
Y) = E(X) + E(Y) and the method of conditional expectation, we can calculate the expectation
of the total profit. More than that, if we have decided some variable’s value, we can also calculate
the expectation of the total profit in polynomial time for the rest random variables. By making
use of these facts, we can design a derandomized algorithm that always achieves an approximation
ratio of at least one half of of OPT.

Assume W, = C(¢;) if ¢; is satisfied , otherwise W, = 0. And W = Y| W,

For step i:

1. We calculate E[W|,,—,] and E[W

2,—0] in polynomial time.

2. We choose z;’s value with bigger expectation for W/

12.2.3 The proof of correctness

Firstly, we have

B[] = %E[W po] + %E[W

So the bigger one of E[W|,.—1| and E[W|,,—o| must be bigger than E[W] too. At the end of the
algorithm, we must have profits bigger than E[W].
And we know

) ) 1 1
Prlc; is satisfied] = 1 — o > 5
So 1
So
EW] = EWu]+EWe]+--+ E[W,,]
1
> 5(0(61) + C(c2> + .4+ C(Cm))
1
> -
2 2OPT

71



So the profit (total number of clauses satisfied) we get at the end of algorithm is greater than or
equal to $OPT.
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Chapter 13

Primal Dual Method

In this lecture, we introduce Primal-Dual approximation algorithms. We also construct an ap-
proximation algorithm to solve SET COVER as an example.

13.1 Definition

In the previous lecture, we know that every Linear Programming problem has a corresponding

Dual problem:
PRIMAL DUAL
Minimize :> ", c;z; Maximize :) ;" by;
Subject to: Subject to:

Y ey >bi =12, m
x]ZO ) j:172a"'7n

?JzZO )

Yomayi <c¢ o,
7

Also from previous lectures, we know that the Primal and Dual have optimal solutions if and

only if:

e Primal: Vj =1,2,--- ,m,z; =0o0r > " a;y; = ¢;

e Dual: Vi =1,2,---

n
yny Y = 00r Y iz =b;

We give a relaxation of the above conditions as follows:

e Primal complementary slackness conditions:

Forao > 1,Vj =1,2,...,n,eitherz; =0or 2 < 37" a1y < oy

e Dual complementary slackness conditions:

For 5 > 1,Vi=1,2,...,m,eithery; =0 or% < Z?Zl a;jx; < Bb;

Theorem 13.1.1. If ©, ij are feasible solutions to PRIMAL and DUAL respectively, and they satisfy
primal conditions and dual conditions, then ), cjv; < aSOPT.
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Proof: 370 cjwy < o) i D00 agyiwy < oyl Yy i agry < af YT by, < o OPT.
]

With the above theorem, the basic idea of primal dual method is: set ¥ = 6, y = 0 at the
beginning, then modify them to get an optimal solution.

13.2 Set Cover Problem

Since we have discussed a lot about the Set Cover Problem in the previous lectures, here we only
give a brief description of the Set Cover Problem:

Input:

U= {61762, ...,Gn},S = {Sl, SQ, ey Sk},C S = ZT.
Output:

A cover 8’ C S of U with minimal total cost.

We presently give a PRIMAL for the Set Cover problem as well as its DUAL:

e PRIMAL form: Minimize ) ¢ g ¢(S)zg,subjecttoVe € U,> ¢ g5 > 1.

e DUAL form: Maximize ) ___; ye,subject to VS € S, > .o ¥e < ¢(S),ye > 0.
We also have the following Primal and Dual conditions:

e The Primal conditions: Let a=1,7, # 0,= > .o ¥e = c(5).

e The Dual conditions: Let 5 = f,y. # 0,= > secs Ts < [. (here f is the maximal number
of times an element appears in a set.)

Algorithm 12: Primal Dual Algorithm for Set Cover

LetZ + 0,7 « 0.
We call a set S satisfying the primal condition “tight”.

repeat
Pick an uncovered e € U.

Increase y. until a set .S becomes tight.
Pick all tight sets in the cover and update 7,(xg = 1.)

let the elements of these sets as covered
until all elements covered;

Claim 13.2.1. The algorithm is an f-approximation for SET-COVER.

Proof. At the end of the execution the algorithm, the algorithm has covered every element e, so
the constrains of the Primal form are satisfied, i.e. ¥ is a feasible solution for the primal.

In addition, the algorithm never violates the conditions of the Dual. Thus, %, i are feasible for
the dual.

By definition, an element e € U is contained in at most f sets and VS € S, v, < 1 = the
Primal conditions are always satisfied.

Finally, the Dual conditions are satisfied by the way the algorithm works.

We therefore end up with an f-approximation algorithm. O

74



Finally, we give an example which shows that the approximation ratio f is also the lower bound
of the algorithm.

Figure 13.1: An example of a case where the solution of the Primal Dual algorithm is f times the
optimal

Letc(S) = 1forall S € S. We can see that OPT is x,,.; = 1 with total cost value = 1+¢. The

Primal Dual algorithm will choose sets 1 = x5 = ... = z,,,1=1, with a total cost value = n+1. So
we have that ?T*i — n+1 = f. This example shows that f is a lower bound for the approximation

ratio of the Primal Dual method.
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