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Abstract

This work studies the power of ACC circuits. These are circuits that have modular
gates, in addition to the usual AND,OR,NOT. We are particularly interested in
circuits where the modulus is a composite number.

Our main result is that every ACC circuit of polynomial size and depth d can be

reduced to a depth-2 circuit SYM◦AND of size 2(logn)O(d)

. This improves exponentially
the previously best-known construction by Yao-Beigel-Tarui, which has size blowup

2(logn)2O(d)

. Therefore, depth-reduction for composites asymptotically matches the
circuit size in the Allender-Hertrampf construction for primes from 1989.

An immediate corollary of our depth-reduction is that NEXP cannot be computed
by families of non-uniform ACC circuits of size quasi-polynomial and depth up to
o(log n/ log log n). This is a nearly-exponential improvement of the previous best
depth lower bound in Williams’ program. In fact, it pushes William’s program to the
NC1 barrier.

Our depth-reduction works also for a special form of exponential size ACC circuits.
This is used to obtain the first lower bound for general ACC circuits in the interactive
compression setting of Chattopadhyay, Oliverra, and Santhanam.

The dissertation concludes with a technical remark about the limitations of the
correlation method, which is an important tool for proving circuit lower bounds.
Green, Roy, and Straubing asked in 2005 whether correlation bounds can be generally
used forcircuits with composite modular gates. We provide a partial negative answer
to this question.

Dissertation Supervisor: Assistant Professor Periklis A. Papakonstantinou
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Chapter 1

Introduction

Boolean circuits are abstract models of computation for digital circuits in electronic

engineering. This model is also widely used for describing parallel algorithms. As

a field of study, circuit complexity predates the construction of the first computer

ENIAC. The beginings of circuit complexity can be found in the work of Shannon

and even 100 years before that in the work of Boole was doing 1847.

Circuit complexity is one of the most challenging and fruitful branches of com-

plexity theory. It aims to understand the computational power of Boolean circuits.

A Boolean circuit with n input bits is an acyclic directed graph in which every node

is either an input node or a Boolean gate. An input node has in-degree 0 and is

labeled by one of the n input bits. A Boolean gate is usually an AND gate, an OR

gate, or a NOT gate. One of these gates is designated as the output gate. This

model is very powerful. A straightforward way to construct a circuit for any Boolean

function f : {0, 1}n → {0, 1} is by simply representing its truth table. We often

use two parameters to measure resources for a given circuit: the size of the cir-

cuit, which is the number of wires, i.e. directed edges of the graph, and the depth,

which is the length of the longest path from the output to any input. Our goal

is to either design circuits for explicit functions, or to obtain provable limitations;

i.e. prove lower bounds for the resources required to compute functions. As with

most other branches of complexity theory, these two main goals are closely related.

The main contributions of this thesis regard this interplay. For instance, as our main
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Figure 1-1: Results of this dissertation and relation to previous work. The main con-
tribution is an exponential size improvement on the depth-reduction for composites.

contribution we exponentially improve the size of the depth-reduction algorithm of

Yao-Beigel-Tarui [Yao90, BT94]. Depth-reduction is an algorithm that reduces the

depth of some specific kinds of circuits to 2. Together with the somewhat recently

introduced program of Williams [Wil11, Wil14], this algorithm yields new, nearly

exponentially-stronger depth lower bounds. Figure 1-1 summarizes this and the rest

of our contributions.

To put things in context and discuss our motivation we first revisit the relevant

seminal developments in circuit complexity.

2



1.1 From circuits to small-depth circuits

The central problem in circuit complexity is to understand the computational power

of circuits with restricted resources, e.g. circuit size and depth. The first circuit size

lower bound was given in 1949 in the seminal work of Shannon [Sha49], where it was

shown that almost every n-bit input Boolean function requires a circuit of size at least

Ω(2n/n) to be computed. Subsequently, Lupanov [Lup58] showed that this bound is

tight by an explicit construction. For more than half a century, proving size lower

bounds, especially super-polynomial lower bounds for explicit Boolean functions has

remained one of the most interesting open problems of circuit complexity. Unfortu-

nately, after so many years, no super-polynomial size lower bounds have been given

for any explicit function for general forms of circuits.

On the other hand, super-polynomial size lower bounds have been given for re-

stricted circuits and in particular for families of circuits of constant depth. The parity

function, i.e. the sum of the input bits modulo 2, it was proved to be incomputable

by any constant depth polynomial size circuits with AND gates, OR gates and NOT

gates, also known as AC0 circuits. This was shown independently by Ajtai [Ajt83]

and by Furst, Saxe and Sipser [FSS84]. Later, this result was improved by Has-

tad [H̊as87] who showed the parity function can not be computed by constant depth

subexponential sized circuits composed only with AND gates, OR gates, and NOT

gates.

After this first success in proving lower bounds, the next natural question was:

what happens if we give circuits the power of computing the parity function? That

is, what if we can use a gate with polynomially many input bits that adds them up

modulo 2, or more generally modulo m? We write MODm to denote a Boolean gate,

i.e. with 0/1 output, which outputs 1 if and only if the number of 1s in its input is

a multiple of m. This is very different compared to mod m integer functions, since

the output of MODm is always 0 or 1. The kinds of circuits constructed by AND, OR,

NOT and MOD are called ACC circuits. Circuits with modular gates play a special

role in this dissertation. Starting from the next section, we discuss our motivation and

3



explain our developments. Understanding the power of ACC circuits is an extremely

challenging and fascinating task. Researchers acknowledge the huge gap between the

things we know for the power of prime modular gates and modular gates where m is

composite. The results in this dissertation make this gap smaller.

1.2 Circuits with moduli: the theme of this work

In 1986, Razborov [Raz86] proved that MODq gates for an odd prime number q, can

not be computed by a constant depth polynomial sized circuit composed of AND,

OR, NOT and Parity gates, i.e. ACC0
2 circuits in our notation. Smolensky [Smo87]

improved this result by proving Razborov’s conclusions still hold even when given

MODp gates, for a prime number p 6= q. Presently, we give the formal statement of

this theorem.

Theorem For any two distinct prime numbers p and q we have MODq 6∈ ACC0
p

Here, ACC0
p stands for the complexity class of functions characterized by families

of constant depth polynomial sized circuits composed of AND, OR, NOT and MODp

gates – we write ACCp both to refer to specific circuits and to the complexity class

characterized by families of these circuits. The heart of the arguments which prove

the theorems of Razborov and Smolensky stem from the view of ACCp circuits as

low-degree polynomials over the Fp field. These results are shown in two simple

steps, which we outline below (although we do not use them later on in our technical

developments):

First, show that for any ACC0
p circuit C with n bit input, there exists a degree

o(
√
n) polynomial P , such that P (x) mod p agree with C(x) on at least a 1 − o(1)

fraction of inputs.

Second, show that for any prime q co-prime with p, there does not exist any degree

o(
√
n) polynomial P such that P (x) mod p agrees with MODq(x) on 0.999 fraction

of inputs.

The two steps directly imply that MODq 6∈ ACC0
p.

4



Smolensky conjectured that the same holds for any co-prime moduli m and r.

Conjecture 1.2.1 ( [Smo87]). For any two co-prime integers m and r we have that

MODr 6∈ ACC0
m

This conjecture is a central motivation for our work. The big technical problem is

that the first step does not work when m is composite, since Zm ceases to be a field.

The two aforementioned steps gave rise to two very important technical tools in

circuit complexity: the depth-reduction and the correlation method.

1.2.1 Depth-reduction

Depth-reduction is an algorithm that compresses a low depth ACC circuit, referred

to as a highly parallel algorithm, into a depth 2 circuit, which is an extremely parallel

algorithm. As an algorithm, it is very important in parallel computation. Besides

depth-reduction’s importance in its own right, it is also widely used in complexity

theory. We already saw that the ACCp lower bounds [Raz86, Smo87] make (implicit)

use of it and more recently in the proof of circuit lower bounds for NEXP; i.e. the

family of Boolean functions computable by an algorithm nondeterministically in time

2n
O(1)

, in Williams’ Program [Wil11, Wil14]. In this dissertation, we improve the

depth-reduction of Yao-Beigel-Tarui [Yao90, BT94] and improve the circuit lower

bound of Williams [Wil11, Wil14] via the depth-reduction algorithm.

1.2.1.1 For prime moduli

The idea of representing an ACCp circuit as a low degree polynomial (as previously

discussed in Section 1.2 in regard to Razborov and Smolensky [Raz86, Smo87]) is

also discussed in the work of Allender and Hertrampf [AH94] where an explicit

construction of this polynomial is given. On the other hand, the property that the

depth of ACCp circuits can be reduced is a fundamental difference between ACCp and

AC circuits. Yao [Yao90] and H̊astad [H̊as87] showed that the depth of AC circuits

can not be reduced without an exponential size blowup even from depth k to k − 1.

5



This was proved using random restrictions. The same holds true even in the average-

case, and it was proved through the so-called random projections technique in the

recent breakthrough work by Rossman, Servedio, and Tan [RST15].

The following theorem is a simplified version of the depth-reduction result for

prime moduli.

Theorem 1.2.2 ([Smo87, AH94]). Given an ACCp circuit C with prime modulus p,

of depth d, input length n, and size s ≥ n (for ACC0, the size is polynomial and depth

is constant), there exists a degree logO(d) s polynomial P , such that for any input x,

P (x) mod p agrees with C on at least a 1− o(1) fraction of inputs.

We will now provide the (elegant) details of the construction in proving this theo-

rem. Parts of this “warm-up construction” are going to be used later on in our main

depth-reduction algorithm 2.2.6. We will treat each gate of the ACCp circuit as a low

degree polynomial over Fp. We will also treat the Boolean value 0 and 1 as 0 and 1

in field Fp, and all of the polynomial evaluations are over Fp.

NOT For any NOT gate with input bit X:

NOT(X) = 1−X

MOD For a MODp gate with k bit input {X1, X2, . . . , Xk}, by FLT (Fermat’s Little

Theorem), i.e. for any integer X and a prime p, X 6= 0 mod p implies Xp−1 = 1

mod p, we get the following:

MODp(X1, X2, . . . , Xk) = 1− (
∑

1≤i≤k

Xi)
p−1

Here, Xi are elements of Fp.

Note that the application of FLT is a key step of turning the MOD gates into

low degree polynomials. In our depth-reduction a composite will be decomposed into

its prime factors and thus a size loss same as in the above step will occur in our

construction as well.

6



AND and OR AND and OR gates with k bits input {X1, X2, . . . , Xk} can be

easily represented by the following formulas:

AND(X1, X2, . . . , Xk) =
∏

1≤i≤k

Xi

OR(X1, X2, . . . , Xk) = 1−
∏

1≤i≤k

(1−Xi)

For a ACCp circuit, however, the fan-in, i.e. the number of the input bits, of an AND

or OR gate can be as big as polynomial of n. So the representations above are of

too high degree. In order to reduce the degree, we replace these AND and OR gates

with some randomized polynomials, i.e. polynomial with random coefficients. These

polynomials equal to the given gates with high probability. We show this technique

for OR gates as a representative example.

For any fixed input {X1, X2, . . . , Xk}, denote Ri(X1, X2, . . . , Xk) =
∑

1≤j≤k ri,jXj

where ri,j is random number uniformly sampled from Fp, then:

If X1 = X2 = · · · = Xk = 0, then OR(X1, X2, . . . , Xk) = 0, Ri(X1, X2, . . . , Xk) =

0 with probability 1.

Otherwise, OR(X1, X2, . . . , Xk) = 1, Ri(X1, X2, . . . , Xk) = 0 with probability 1
p
.

By FLT, Rp−1
i (X1, X2, . . . , Xk) = 0 with probability 1

p
and Rp−1

i (X1, X2, . . . , Xk) = 1

with probability 1− 1
p
.

In order to increase the probability of correctness, we use independent copies

of these polynomials. We sample R1, R2, . . . , Rl independently, where l is another

parameter which will be determined in a later argument. We denote the polynomial

as P ′ = 1−
∏

1≤i≤l(1−R
p−1
l ).

Thus, we have that for any fixed input {X1, X2, . . . , Xk}, with probability at least

1− p−l we have that OR(X1, X2, . . . , Xk) = P ′(X1, X2, . . . , Xk).

For the whole circuit For an ACCp circuit C with size s, replace each gate with

a polynomial as described above. In the end, we obtain a polynomial P ′′. By the

7



union bound we have

Pr(C(x) = P ′′(x)) ≥ 1− s

pl

Fix l = κ · log s for a large enough constant κ and thus we have:

Pr(C(x) = P ′′(x)) = 1− o(1)

on any fixed input x. Pick polynomial P as the polynomial from the sample space

of P ′′, which is the closest C; i.e. it agrees with C on the largest fraction of inputs.

Then, it is easy to see that P agrees with C on at least a 1− o(1) fraction of inputs.

The degree of this polynomial is also not very high:

deg(P ) ≤ (pl)d = logO(d) s = o(
√
n)

In the work of Allender and Hertrampf [AH94], the above argument was improved

via an explicit construction of such a polynomial using the sample space constructed

by Valiant and Vazirani [VV85].

1.2.1.2 For composite moduli

For composite modulus m, the argument becomes much more complicated. One

technical issue arises because MODm can not be represented as a constant degree

polynomial over any finite field or even a ring. Let m =
∏

1≤i≤∆(m) p
αi
i be the prime

factorization of m. In order to identify MOD gates by a polynomial, we decompose the

MODm gates as a circuit with AND, OR, NOT, and MODp1 , MODp2 , . . . , MODp∆(m)

gates. This preprocessing step is stated formally as part of Lemma 2.1.1 on page 25

without proof; for details see [BT94].

After this preprocessing, we obtain a circuit with different kinds of MOD gates.

We also arrange this circuit such that there is only one kind of gate at each layer.

Now, these gates can be represetined by low degree polynomials over different fields.

In order to link these polynomials over different fields, we use Mod-Amplifiers, in-

troduced by Toda [Tod89] for proving PH ⊆ P#P and improved by Yao [Yao90] and

8



Beigel and Tarui [BT94].

Lemma 1.2.3 (Mod-Amplifiers [BT94], weaker forms in [Tod89, Yao90], restated

as Lemma 2.1.3 on page 26). For any integer k, there exists a degree 2k polynomial

MPk with integer coefficients such that for any integer m > 1, and any integer X,

MPk(X) = 0 mod mk if X = 0 mod m; and MPk(X) = 1 mod mk if X = 1

mod m. We call this MPk as the kth Mod-Amplifier.

Such a polynomial is constructed as follows:

First, we show that if P (X) is a polynomial with integer coefficients and there

exist two polynomials with integer coefficients f(X) and g(X) such that P (X) =

Xkf(X) = (X − 1)kg(X) + 1, then P is one of the kth Mod-Amplifier

For any integer m, if X = 0 mod m, then mk|Xk, which implies mk|P (X) =

Xkf(X), which implies P (X) = 0 mod mk.

If X = 1 mod m, that implies mk|(X − 1)k, which implies mk|P (X) − 1 =

(X − 1)kg(X), which implies P (X) = 1 mod mk.

We presently construct such a polynomial. Let Pk(X) = 1−(1−X)k·
∑

0≤i<k
(−k
i

)
(−1)iX i,

then the degree of Pk is 2k−1. On one hand, Pk(X) = (X−1)k·(−1)k−1
∑

0≤i<k
(−k
i

)
(−1)iX i+

1; on the other hand, given that the Taylor series of (1−X)−k =
∑

0≤i
(−k
i

)
(−1)iX i,

then

Pk(X) = 1− (1−X)k ·
∑

0≤i<k

(
−k
i

)
(−1)iX i

= 1− (1−X)k ·
∑
0≤i

(
−k
i

)
(−1)iX i + (1−X)k ·

∑
k≤i

(
−k
i

)
(−1)iX i

= 1− (1−X)k · (1−X)−k + (1−X)k ·
∑
k≤i

(
−k
i

)
(−1)iX i

= (1−X)k ·
∑
k≤i

(
−k
i

)
(−1)iX i

Comparing the LHS (left hand side) and the RHS (right hand side) of the equation

above, we find that the coefficients for the X i terms of Pk for i < k are all 0, which

means there exists a polynomial with integer coefficients f(X) such that Pk(X) =

9



Xkf(X).

So, there exist two polynomials with integer coefficients f(X) and g(X) such that

Pk(X) = Xkf(X) = (X − 1)kg(X) + 1, which means Pk is a kth Mod-Amplifier.

These Mod-Amplifiers are high degree polynomials for which we can amplify the

modulus to its power without changing the remainder. We give a simple example

to show how to use these polynomials to collapse 2 layers of circuits with different

moduli.

Example (Mod-Amplifiers) Let x1, x2, x3, x4 ∈ {0, 1}. Then,

(((x1 + x2 + x3) mod 2) + ((x2 + x3 + x4) mod 2) + ((x3 + x4 + x1) mod 2)) mod 3

=(((x1 + x2 + x3)2 mod 4) + ((x2 + x3 + x4)2 mod 4) + ((x3 + x4 + x1)2 mod 4)) mod 3

The second line of the equation above is a Mod-Amplification step. It amplifies

the inner modulus from 2 to 4, and the following equation is true.

(((x1 + x2 + x3)2 mod 4) + ((x2 + x3 + x4)2 mod 4) + ((x3 + x4 + x1)2 mod 4)) mod 3

(Since (x1 + x2 + x3)2 mod 4, (x2 + x3 + x4)2 mod 4, (x3 + x4 + x1)2 mod 4 are all 0 or 1)

(Then ((x1 + x2 + x3)2 mod 4 + (x2 + x3 + x4)2 mod 4 + (x3 + x4 + x1)2 mod 4) ∈ {0, 1, 2, 3})

=
(

((x1 + x2 + x3)2 mod 4) + ((x2 + x3 + x4)2 mod 4)

+ ((x3 + x4 + x1)2 mod 4) mod 4
)

mod 3

=(((x1 + x2 + x3)2 + (x2 + x3 + x4)2 + (x3 + x4 + x1)2) mod 4) mod 3

Example (counter-example for Mod-Amplifiers) Here is what happens if we

do not amplify the modulus.

(((x1 + x2 + x3) mod 2) + ((x2 + x3 + x4) mod 2) + ((x3 + x4 + x1) mod 2)) mod 3

6=(((x1 + x2 + x3) + (x2 + x3 + x4) + (x3 + x4 + x1)) mod 2) mod 3

10



Note that for (x1, x2, x3, x4) = (1, 1, 0, 0) the LHS (left hand side) of the formula above

equals 2, but the RHS equals 0. The reason for this difference is that 4 is bigger than

the value of the formula before mod 3, i.e. ((x1 +x2 +x3)2 mod 4)+((x2 +x3 +x4)2

mod 4) + ((x3 + x4 + x1)2 mod 4)) < 4, but 2 is not.

By amplifying the modulus, we push the ( mod ) function in the inner layer of

the formula out to the outer layer.

After using these Mod-Amplifiers to collapse all of the layers of the circuit, the

authors of [Yao90, BT94] get a depth 2 circuit SYM ◦ AND, which is described in

the following theorem. A symmetric gate SYM is a gate whose output only depends

on the number of 1s in its input. Every gate involved in the technical part of this

dissertation is symmetric, for example AND, OR, MOD, MAJ.

Theorem 1.2.4 (The depth-reduction algorithm by Yao and Beigel and Tarui [Yao90,

BT94]). For any constant m, there is an efficient algorithm that, given an ACCm

circuit depth d, input length n, and size s ≥ n, outputs a depth-2 circuit SYM◦AND of

size 2(log s)2O(d)

, with AND gate fan-in (log s)2O(d)
, where SYM is a gate whose output

depends only on the number of 1s in its input.

Notice that the SYM gate is a function whose value only depends on the Hamming

weight of its input, and the Hamming weight of its input is in fact the evaluation of

a polynomial function of the inputs of the circuit, and this polynomial function has

degree (log s)2O(d)
. So the SYM ◦ AND circuit can be written as f(P (x)), where

f : {0, 1, 2, 3, . . . , δSYM} → {0, 1} and P is a (log s)2O(d)
degree polynomial. Here δSYM

stands for the fan-in of the symmetric gate on top of the circuit, which is bounded

by 2(log s)2O(d)

. This is a generalized version of Theorem 1.2.2. This construction pays

a lot in terms of size for the Mod-Amplifiers, since the degree of the polynomial

increases from (log s)O(d), which is the case for prime moduli, to (log s)2O(d)
, which is

what happens here for composites. In fact, every time we use the Mod-Amplifiers to

collapse one layer of the circuit inductively, the degree of Mod-Amplifiers increases

together with the circuit size. Further more, we have to face the products of many

Mod-Amplifiers, and in addition the numbers of Mod-Amplifiers that appear in the

11



product also increase together with the circuit size. These kinds of “double increases”

make the final circuit size triple exponential in the depth of the original circuit.

1.2.1.3 Our contribution on depth-reduction

Can depth-reduction be done for composite moduli as efficiently as for prime moduli?

This was unknown for more than 25 years, and in this dissertation, we give a positive

answer.

Theorem 1.2.5 (formally stated and proved as Theorem 2.2.6 on page 36). For

any constant m, there is an efficient algorithm that takes an ACCm circuit of depth

d, input length n, and size s ≥ n, and outputs a depth-2 circuit SYM ◦ AND of size

2(log s)O(d)
, where SYM is a gate whose output depends only on the number of 1s in its

input.

Notice that the explicit construction mentioned in the above theorem is also an

efficient algorithm. The main difference between our algorithm and the algorithm

of YBT [Yao90, BT94] is an extra step of linearization. We remove one AND layer.

Note that this step, initially, makes the size even bigger. A high-level view is given

in Figure 1-2.

The removing of the AND layer is done by using a new technique which we call

linearization, formally stated as Theorem 2.2.1 on page 27. With this technique, we

can remove the AND gate layer from a SYM ◦ AND ◦ MOD structure, making it

SYM ◦MOD by increasing the size of the circuit a lot (but not hugely). After that,

we can use the Mod-Amplifiers to link the SYM gate and MOD gates layer together.

Although the linearization step increases the circuit size, at the Mod-Amplifying step,

the products of Mod-Amplifiers can be avoided in the Mod-Amplifying step. Thus,

we are able to eliminate the “double increasing” and in effect remove one tower of

exponentials compared to Yao-Beigel-Tarui [Yao90, BT94].

The linearization step is done by using the exponential sum technique, i.e. an

analytic tool introduced by Green [Gre99] for proving circuit lower bounds, and will

be discussed further in Chapter 2 and Chapter 4. Through exponential sums we write
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Figure 1-2: Our depth-reduction algorithm vs YBT
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MOD gates as sums of roots of unity and then by appropriately manipulating the

products we can go back to a different form of MOD gates. Note that although the

exponential sum technique has been widely used in proving correlation bounds, this

is to the best of our knowledge its first use (Theorem 2.2.6) in getting an algorithm.

1.2.2 The correlation method

The main tool in proving lower bounds for restricted and small-depth circuits is

proving correlation upper bounds [Bou05, CGT96, Gre99, GRS05, HMP+87, CW09,

CL11]. The notion of correlation quantifies the distance of two functions and was

introduced by Hajnal et al. [HMP+87]. One intuitive way to show a circuit lower

bound for computing a given function using certain kind of circuits, is to prove that

this kind of circuit correlates little with the given function. The smaller the correlation

between the circuit and a function the larger the circuit size to compute this function.

Recall the second step of the proof of the theorem of Smolensky 1.2. There it is in

fact shown that the correlation the functions MODp(P (x)) and MODq is small when

deg(P ) = o(
√
n).

In Chapter 4, we show a limitation of the correlation method, aiming to answer

the question of Green et al. [GRS05]. They asked whether it is possible to prove

correlation upper bounds that yield size lower bounds for circuits of the form MODm◦

AND[ω(logn)]. Note that these circuits correspond to functions MODm(P (x)), for

a polynomial P of degree ω(log n). We show a correlation lower bound between

MODr and MODm(P (x)) where m, r are co-prime integers and P is of any degree.

Previously, Green [Gre02] and Viola [Vio09] discussed correlation lower bounds that

differ from ours. Viola’s argument is for the correlation between symmetric functions

and polynomials of degree
√
n (i.e. high degree) over F2 (in fact, Fp for prime p),

whereas Green’s argument is only about MOD2 and MOD3.

The correlation of the Boolean functions is defined as Corr(f, g) = |Prx(f(x) =

1
∣∣ g(x) = 1)− Prx(f(x) = 1

∣∣ g(x) = 0)| = |Ex(f(x)·g(x))
Prx(g(x)=1)

− Ex(f(x)·(1−g(x)))
Prx(g(x)=0)

|. We extend

the definition for f : {0, 1}n → C and g : {0, 1}n → {0, 1} so that Corr(f, g) =

|Ex[f(x)·g(x)]
Prx[g(x)=1]

− Ex[f(x)·(1−g(x))]
Prx[g(x)=0]

|.
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Related to our lower bound previous work Hajnal et al. [HMP+93] showed the

discriminator lemma, according to which upper bounded correlation of f, g implies a

lower bound for circuits of the form MAJ◦f that compute g. Recall that the Boolean

gate MAJ outputs 1 if and only if the number of 1s in its input is more than half of

its input wires.

Lemma 1.2.6 (discriminator lemma [HMP+87], restated as Lemma 4.2.2 on page

52). Let T be a circuit consisting of a majority gate over sub-circuits C1, C2, . . . , Cs

each taking n-bit inputs. Let f be the function computed by this circuit. For every

i = 1, . . . , s, if Corr(Ci(x), f(x)) ≤ ε then s ≥ 1/ε.

Cai et al. [CGT96] studied depth 3 circuits of the form MAJ ◦ MODm ◦ AND

and introduced the analytic study of exponential sums, which is important for our

work as well. Their results were for symmetric MOD functions, later generalized by

Green [Gre99], whereas Bourgain [Bou05] (for odd moduli) and Green et at [GRS05]

and Chattopadhyay [Cha07] finally showed an exponential size lower bound for MAJ◦

MODm ◦ AND[O(1)] computing MODq, when m, q are co-prime, i.e. (m, q) = 1.

For two layers of MOD gates, Grolmusz et al. [GT98] and Caussinus [Cau96]

studied MODm ◦ MODr circuits computing the AND function and proved, for any

m, r, exponential circuit size lower bounds. Barrington and Straubing [BS99] con-

sidered MODp ◦MODm circuits and proved a exponential size lower bound for such

circuits computing MODq, where p is a prime and (p, q) = (m, q) = 1. Straubing

and Thèrien [ST06] introduced a finite field representation of MOD gates and sim-

plified the previous proofs [BS99, GT98]. Chattopadhyay et al. [CGPT06] studied

MODr ◦MODm to compute MODq, where (r, q) = (m, q) = 1, for composite r. The

authors proved that the fan-in of the output MODr gate, or any ANY gate, must be

Ω(n).

1.2.3 Some obstacles in proving Smolensky’s conjecture

Theorem 1.2.5 corresponds to a depth-reduction algorithm for composite moduli,

which works as efficiently as the algorithm in Theorem 1.2.2 for prime moduli. There
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are substantial differences between these two algorithms. We note that the SYM

gate, constructed by running the depth-reduction algorithm on ACCp for prime mod-

ulus p, is a MODp gate; but the SYM gate constructed by Theorem 2.2.6 is much

more complicated. In fact, this SYM gate is of the form: mod pβ1

1 mod pβ2

2 . . .

mod p
βO(d)

O(d) > c where each pi is a prime divisor of the modulus m. One possible way

in proving Smolensky’s conjecture is to obtain further knowledge about this “MOD

tower”.

Finally, note that the works of Williams [Wil11, Wil14], provide an alternative

way of using the depth-reduction algorithm for proving lower bounds.

1.3 NEXP vs ACC: Williams’ program

Since proving circuit lower bounds for explicit functions is a conceptually difficult

problem, researchers are also trying to understand the relation between classical time-

space complexity classes and circuit complexity classes. For example, is NP contained

in (non-uniform) ACC0? This is also an extremely hard problem that is open for about

30 years. It also appears that we are currently clueless about how to tackle it. In

fact, for ACC6 circuits of depth 2, it is still open whether they can compute the whole

NP. In 2011, Williams [Wil11] obtained a weaker result than NP vs ACC. Instead of

NP, Williams show that NEXP, i.e. the class of nondeterministic exponential (2P (n)

where P is a polynomial) time computable Boolean functions, does not have constant

depth, polynomial size ACC circuits, i.e. NEXP 6⊆ ACC0.

The known relation between the circuit complexity classes and time-space com-

plexity classes is depicted in the Hasse-like diagram of Figure 1-3. From this diagram

it is evident that there is a very big gap in our knowledge about these relations.

In this section, we briefly introduce the work of Williams and show the relation

between this result and our depth-reduction algorithm. Before that we discuss at a

high-level the diagonalization methods, an important ingredient of Williams’ program.
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1.3.1 Self-referencing and uniformity

Can God create a stone that he can not lift? If he can not, he is not almighty,

since there is still something he can not do. If he can, he is still not almighty,

since he can not lift that stone. In the phrase “God create a stone that he can

not lift”, God is working to “create a stone that he can not lift”, where the task is

described using himself. The idea of using such self-referencing statements to yield

contradictions has been used in different branches of mathematics, e.g. Cantor’s proof

of the uncountability of the real numbers, Russell’s paradox, Gödel’s incompleteness

theorems, the undecidability of the halting problem, and time-space hierarchy.

But this method will not work when comparing circuit complexity classes. Circuit

complexity classes are nonuniform classes, i.e. the circuits for computing the same

function with 10 bits input and with 100 bits input can be completely different. The

statement “a Boolean function f is contained in P” means that there is one algorithm

that will terminate in polynomial time, and this algorithm computes f on any number

of input bits. The statement “a Boolean function f is contained in ACC” means

that there is an infinite family of circuits {C1, C2, . . . }, such that for any integer n,

Cn ∈ ACC and Cn can compute f with n bits input (with potentially completely

different circuits for different input lengths). If we attempt to use self-referencing on

circuit complexity, the extra description of the circuit itself will increase the input

length, which obviously makes it a different circuit. Williams [Wil11, Wil14] provides

a subtle way of using diagonal arguments to prove circuit lower bounds, not between

circuit classes but rather between NEXP and circuit classes. We discuss this in the

following section.

1.3.2 From algorithms to circuit lower bounds

Williams [Wil11, Wil14] shows lower bounds for NEXP against ACC and small vari-

ants of it. This is an important step towards proving Smolensky’s conjecture 1.2.1.1.

1Note that above NEXP, and in particular in EXPSPACE (or even at the 4th level of the
exponential time analog of the polynomial hierarchy), we already have unconditional exponential
size lower bounds for unrestricted circuits.
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The author first constructs a slightly better-than-brute-force algorithm for ACC-

circuits-SAT, i.e. the satisfiability problem for a given ACC circuit, based on the

depth-reduction algorithm. Then, he shows that if NEXP ⊆ ACC0, ACC0 cir-

cuits can be used as witnesses for computing functions from NTime(O(2n)). Here,

NTime(f(n)) stands for the family of Boolean functions that can be computed in time

f(n) nondeterministically. Then, using the ACC-circuit-SAT algorithm, the author

can verify these witnesses a little faster than o(2n/n), which implies NTime(O(2n)) ⊆

NTime(o(2n/n)). This contradicts the Cook’s nondeterministic time-hierarchy [Coo73].

That means, the assumption that NEXP ⊆ ACC0 is not correct. This argument in

fact is an indirect diagonal argument, since the nondeterministic time-hierarchy [Coo73]

itself is proved by diagonal argument. In this argument, these ACC circuits are not

used as some computational resources but as witnesses of the nondeterministic com-

putation, and the circuit-SAT algorithm is used for verifying the witnesses.

More generally, [Wil11] initiated a program for circuit lower bounds for NEXP,

where the existence of a “slightly better-than-brute-force” algorithm for C-SAT im-

plies NEXP 6⊆ C; see below for some restrictions on C.

Theorem 1.3.1 (restated as Theorem 3.1.5 at page 42). [Wil11] Let C be any Boolean

circuit class which closed under composition and contains AC0. If C-SAT has a 2n

nω(1)

running time algorithm, then NEXP 6⊆ C.

A crucial step of the circuit-SAT algorithms in [Wil11, Wil14] is that the depth-

reduced circuit can be of any up to slightly sub-exponential size. Therefore, the triple-

exponential blowup in [BT94] implies [Wan11] an NEXP lower bound, i.e. NEXP 6⊆

ACC(2logk n, o(log log n)) for every constant k > 0.

1.3.3 Our improvement

The new depth-reduction (Theorem 2.2.6) yields a nearly-exponentially better depth

lower bound over the previous best-known one [Wan11].

Theorem 1.3.2 (formally restated and proved as Theorem 3.1.1 on page 40). NEXP 6⊆

ACC(2logk n, o( logn
log logn

)) for every constant k.
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In particular, for a fixed m we obtain the following detailed bound.

Corollary 1.3.3 (formally restated as Corollary 3.1.2 on page 40). For a fixed

modulus m, and a constant k, there exist a constant c(m, k) such that NEXP 6⊆

ACCm(2logk n, c(m,k) logn
log logn

)

Note, that the above lower bound pushes Williams’ program to the NC1 barrier.

NC1 is the class of functions characterized by families of circuits of constant fan-in,

polynomial size, and depth O(log n). It is rather simple to see that NC1 can be com-

puted by circuits of polynomial size, depth O(log n/ log log n), and unbounded fan-in.

Therefore, any ω(1) improvement on the depth bound directly implies NEXP 6⊆ NC1.

In fact, the barrier we are facing now is much stronger than just NC1, since we allow

MODm gates.

1.4 Interactive compression: a hybrid model

1.4.1 The model and known results

One way of strengthening Theorem 1.2 is to consider a hybrid model between circuit

complexity and communication complexity, which was introduced by Chattopadhyay

and Santhanam [CS12], named interactive compression. In this model, Alice is given

an n-bit Boolean string x, and she wants to compute some function f on input x. But

the computational power of Alice is quite limited, e.g. she can only compute ACC,

so she needs the help of an almighty oracle Bob to do the computation. But Alice

does not want to share too much information with Bob, so she wants to minimize the

number of bits she needs to send to Bob.

Let us call these type of communication games C-compress games, when Alice only

has the power of computing functions from circuit family C. The communication

cost of this game is defined as the total number of bits sent from Alice to Bob.

Sometimes, we restrict the number of rounds of the communication, i.e. in the ith

round, Alice sends a string yi that only depends on x and all of the bits received

in previous rounds from Bob, and then Bob sends string zi back to Alice. All of
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these yi and zi are computed by fixed circuits and functions. When C = ACC0
p

for some prime p, Chattopadhyay and Santhanam [CS12] proved a O(
√
n/ logO(1) n)

communication lower bound for 1-round protocol. For details and definitions see

Subsection 3.2 and [CS12, OS15]. This lower bound can also be proved in the same

“depth-reduction and correlation bound” scheme as Theorem 1.2. Later, Oliveira and

Santhanam [OS15] improved this result by removing the 1-round restriction.

The influential works of Chattopadhyay, Oliveira, and Santhanam [CS12] showed

communication lower bounds for explicit functions, such as MODq [CS12, OS15] and

the majority function MAJ [OS15]. Both of these works are based on correlation

bounds between ACCp circuits and explicit functions (see above). However, no such

correlation bounds are known for composite moduli (see above) even for a depth-2

ACC circuits. Thus, on one hand we strengthen Alice’s power by giving her access

to ACCm circuits for composite m, but on the other hand we weaken the conclusion

to deriving NEXP lower bounds, which reaches the limits of current knowledge.

1.4.2 Our contribution and its relation with depth-reduction

In this dissertation, we devise another technique of proving interactive communication

lower bounds for ACC circuits with composite moduli, and show the first commu-

nication lower bounds for ACCm-compress games for any integer m. This result is

stated as follows:

Theorem 1.4.1 (restated and proved as Theorem 3.2.2 on page 43). The cost of a

k-round quasi-poly size, o( logn
log logn

) depth ACC-compression game for NEXP is at least

n
1
k
−ε for every ε > 0.

This theorem also strengthens our NEXP lower bound Theorem 1.3.2 by showing

that NEXP is not only hard to compute by ACC circuits. In fact, with the help of

the all-powerful Bob, Alice, who can only compute ACC circuits, still needs to send

almost the whole input to Bob.

The main idea of this technique is to turn the ACC-compress game into a circuit,

and use the Williams’ program to prove circuits lower bounds. We briefly outline this
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technique below.

The first step is to turn this protocol into circuits. Since Bob is an almighty oracle,

which can compute any Boolean function, we can only describe the computation of

Bob as some ANY gate, i.e. any Boolean gate is possible here .

The only restriction of these ANY gates is that the fan-in of these gates is bounded

by the total number of bits sent from Alice to Bob, i.e. the communication cost of this

game. So if the communication cost of the k-round ACCm-compress game is bounded

by l, we can turn the communication protocol into a ACCm circuit with k layers of

ANY[l] gates, i.e. ACCm ◦ ANY[l] ◦ · · · ◦ ACCm ◦ ANY[l] ◦ ACCm circuits.

Now, the only thing left to to prove circuit lower bounds for this kind of circuits,

which seems an impossible mission since there are a lot of ANY gates with only fan-in

restriction in this circuits. But an interesting discovery was made by carefully an-

alyzing our depth-reduction algorithm 2.2.6. That is, we found that the algorithm

not only can compress ACC circuits, but also have the potential to compress much

more complicate circuits, e.g. these circuits which describe the ACCm-compress game.

So besides the direct implications here, one can imagine there might be lots of im-

plications to be found in the future. This generalized depth-reduction algorithm is

formally stated in Section 3.2 Theorem 3.2.4.

In the same way as [Wil11, Wil14] and Theorem 1.3.2, this lower bound is proved

also by constructing a fast circuit-SAT algorithm using the generalized depth-reduction

algorithm.
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Chapter 2

Depth reduction for composite

moduli

In this chapter, we show the core result of this dissertation, the depth reduction

algorithm of Theorem 1.2.5. This theorem is formally restated and proved as Theo-

rem 2.2.6 on page 36. For the motivation and detailed comparison to previous work

cf. Section 1.2.1.3 on page 12.

This chapter is organized as follows. Section 2.1 lists some preliminary notation.

The same notation will be used in the subsequent chapters as well. This section also

describes the pre-existing technical tools used in our depth-reduction construction.

In Section 2.2.1 we show the linearization technique, which is the main technical

difference between our algorithm and Yao-Beigel-Tarui [Yao90, BT94] algorithm (see

also Figure 1-3). In Section 2.2.2 and Section 2.2.3 we put everything together to

obtain the final depth-reduction.

2.1 Notation and existing tools

We denote by ACC0
m the class of Boolean functions of the form {fn : {0, 1}n →

{0, 1}}n∈Z+ computable by families of circuits {Cn}n∈Z+ where each Cn is of polyno-

mial size poly(n), constant depth, and uses gates {AND,OR,NOT,MODm}, where

MODm is a Boolean gate defined below. We measure size as the number of wires
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in the circuit, depth as the length of longest path from the output of the circuit to

any input. Let also, ACC0 := ∪m∈Z+ACC0
m. We denote by ACCm(s, d) the class

of Boolean functions characterized by families of {AND,OR,NOT,MODm}-circuits

of size s and depth d. Let also ACC(s, d) := ∪m∈Z+ACCm(s, d). In this notation,

ACC0 = ACC
(
nO(1), O(1)

)
.

We write ACC0 circuit for a family of circuits characterizing a function in ACC0,

whereas ACCm circuit designates a circuit family with {AND,OR,NOT,MODm}

gates.

Families of layered circuits are denoted in the usual way. That is, SYM ◦ AND ◦

MODm denotes a family of depth-3 circuits (or one member of the family) where

the output gate is a symmetric gate. A symmetric gate SYM is a Boolean function

whose output depends on the number of 1s in the input; e.g. the “MOD gate” (see

below), “majority gate”, “threshold gate”. The maximum fan-in of a gate at a layer

is written in brackets as a subscript, e.g. MODm ◦ AND[δAND] the AND gates at the

bottom (next to the input) layer has fan-in at most δAND.

We write ||x||1 :=
∑n

i=1 xi, treating xi’s as integers, for x ∈ {0, 1}n and denote by

MODm the Boolean function (gate) that takes an N -bit input x = (x1, . . . , xN) and

MODm(x) = 1 ⇐⇒ m
∣∣||x||1. For MODm and every other symmetric gate we may

also consider the input to be an integer, as in MODm(x) = MODm(||x||1) as input

||x||1, i.e. we write MODm(||x||1).

The MODm(||x||1) gates, which evaluate to {0, 1}, should not be confused with

the modulus over Z, i.e. ||x||1( mod m). We restrict to a prime field Fq or ring Zm
using “mod q” or “mod m”. This reduces notational clutter – distinct fields and

rings, in a sense, coexist in the same circuit and our techniques simultaneously use

and relate to more than one.

All operations in this dissertation are over C. For example, in evaluating a poly-

nomial function P : {0, 1}n → Z with integer coefficients the operations treat the

inputs 0, 1 as integers. Polynomial functions always take inputs {0, 1}n and recall

that MODm gates take inputs from Z.

For X ∈ Z we write em(X) := eX
2πi
m , where e

2πi
m is the m-th primitive root of 1.
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Then, observe that MODm(X) = 1
m

∑
0≤k<m em(kX).

Preprocessing and Mod-Amplifiers For depth-reduction and its applications

we consider explicit circuit constructions, i.e. constructions computable in time poly-

nomial (in fact, AC0) in the size of the output circuit. Explicitness will be used in

the applications of depth-reduction, including the extension of [Wil11].

Our construction in Section 2.2 uses a preprocessing step from [BT94]. This is

how we deal with big fan-in AND gates and initially replace MODm gates, where m is

composite, by modular gates of prime modulus. Lemma 2.1.1 does this preprocessing

efficiently.

Lemma 2.1.1 ([BT94, AG93, Wil14]). There is an explicit construction that for every

number of input bits n and modulus m ≥ 2 and m = logO(1) n, given an ACCm circuit

of depth d and size s, where there are sAND many AND gates each of fan-in at most

δAND, the construction outputs a SYM ◦ ACC circuit with the following properties.

i. The depth of the circuit is 2∆(m)d, where ∆(m) is the number of distinct prime

divisors of m1.

ii. The size of the circuit is s · 2O(m3 log sAND·log2 δAND) = 2O((m log s)3).

iii. The fan-in of every AND gate in the circuit is O(m2 log sAND · log δAND) =

O ((m log s)2).

iv. Each MOD gate of the circuit is a MODq gate, where q is a prime divisor of m

(in general, many types of MODq’s are inside the same circuit).

v. The circuit is layered, i.e. each layer contains gates of the same type.

The above hold true if instead of an ACCm circuit we are given an SYM ◦ACCm

circuit.

Remark 2.1.2. The algorithm in the proof of Lemma 2.1.1 is doing 3 things: (i)

reduces the fan-in of AND gates to at most log sAND · log δAND; (ii) decomposes the

1We write ∆(m) instead of the typical ω(m) notation.

25



MODm gates into circuits with MODp gates one for each p, a prime divisor of m;

(iii) layers the circuit, i.e. each layer only contains the same type of gates.

To reduce AND gate fan-in, we replace each AND gate of fan-in ≤ δAND by a

probabilistic MODp◦AND circuit, where the AND gates fan-in is at most O(log sAND ·

log δAND), where all these probabilistic sub-circuits are sampling from a 2O(log sAND·log2 δAND)

size sample space [VV85]. Then, we derandomize through enumeration and majority

vote, which can be implemented with 2O(log sAND·log2 δAND) copies of sub-circuits. This

step only replaces the AND gates. Therefore, the same algorithm can be used in cir-

cuits with different types of gates, changing only the ANDs and leaving the rest intact.

This property will be used in the interactive compression bounds in Subsection 3.2.

Note that the constant 2∆(m) in the depth is a universal constant and the same

holds for the constants in the exponents of size and AND fan-in.

After the preprocessing of Lemma 2.1.1 we get a circuit with different kinds of

MOD gates. Therefore, a priori, it is not clear how to express the circuit as one poly-

nomial – expressing the circuit as a polynomial is how depth-reduction is typically

done. To collapse different MOD gates, we use Mod-Amplifiers to increase mod-

uli. These Mod-Amplifiers are simply a special family of high degree polynomials,

originally introduced by Toda [Tod89] for proving PH ⊆ P#P.

Lemma 2.1.3 (Lemma 1.2.3 restated, Mod-Amplifiers [BT94], weaker forms in [Tod89,

Yao90]). For any integer k, there exists a degree 2k polynomial MPk with integer co-

efficients such that for any integer m > 1, and any integer X, MPk(X) = 0 mod mk

if X = 0 mod m; and MPk(X) = 1 mod mk if X = 1 mod m.

Thus, Mod-Amplifiers amplify the modulus without changing the 0/1 value of the

mod-function.

2.2 The depth-reduction

We now present the depth-reduction construction and prove Theorem 1.2.5. Theo-

rem 1.2.5 is formally restated and proved at the end of this section as Theorem 2.2.6.
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The same proof presented here, is used to obtain a stronger form of Theorem 2.2.6,

which we need in the interactive compression setting of Section 3.2.

The depth-reduction is presented in three parts: (i) the linearization lemma

(Lemma 2.2.1), (ii) a single step of our iterative depth-reduction construction (Lemma 2.2.5),

and (iii) the use of Mod-Amplifiers (Theorem 2.2.6).

2.2.1 Linearization: eliminating products

Lemma 2.2.1 is an important technical tool, which might be also of independent in-

terest. It shows that the AND-layer can be eliminated in a MODm ◦ AND ◦MODr

configuration, for m, r co-prime, i.e. gcd(m, r) = 1. Lemma 2.2.1 relies on the power

of composite arithmetic, since a ( mod m) is added even if it was not there origi-

nally.2 When we later use Lemma 2.2.1 we will see that although this construction

initially blows up the size, at the end there is a huge payback (to the initial size-

worsening in each application of the construction). Thus, we get an exponentially

smaller construction compared to [Yao90, BT94].

Lemma 2.2.1 (Linearization lemma). Given positive integers m, r ∈ Z+, gcd(m, r) =

1 and k indeterminates (variables) L1, . . . , Lk, there exist rk+1 integral linear com-

binations L′1, . . . , L
′
rk+1, i.e. L′i := `i(L1, . . . , Lk) for linear form `i, and integers

c1, . . . , crk+1 ∈ {0, 1, 2, . . . ,m − 1} such that for all valuations of the Li in Z+ we

have the identity

∏
1≤i≤k

MODr(Li) =
∑

1≤i≤rk+1

ciMODr(L
′
i) mod m

The linear combinations L′i and coefficients ci can be computed in time rO(k) (when

each arithmetic operation with the Li’s costs one time step).

When we apply Lemma 2.2.1, the MODr’s take inputs from the previous layer;

Let the outputs of the gates of the previous layer bits be a binary vector y ∈ {0, 1}N .

2In particular, even if we use our method instead of Allender-Hertrampf [AH94] for ACCprime

circuits we still have to introduce a second type of MOD gates (two types of MODs is the same as
one composite).
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Since each Li is the Hamming weight of the input bits then both Li and L′i are integral

linear combinations of the yi’s.

We stress out that integrality in the linear combinations and coefficients is nec-

essary for using this construction in transforming circuits. If one merely cares to

write the product of MOD as a sum then this is easy over complex C coefficients (see

Remark 2.2.2 inside the following proof).

Proof of Lemma 2.2.1. The construction of the Li’s and its analysis is shown in four

parts.

Represent
∏

1≤i≤k MODr(Li) as an exponential sum

∏
1≤i≤k

MODr(Li) =
∏

1≤i≤k

(
1

r

∑
0≤j<q

er(j · Li)

)

=
1

rk

∑
(j1,...,jk)∈Zkr

er

( ∑
1≤i≤k

(jiLi)

)

Remark 2.2.2. We can write
∏

1≤i≤k MODr(Li) as a sum with complex coefficients

by observing that
∏

1≤i≤k MODr(Li) =
∑

1≤i≤s ciMODr(L
′
i(x)), ci ∈ C, since for every

Y ∈ Z+, er(Y ) =
∑

0≤i<r er(i)MODr(Y − i). However, the statement of this lemma

is about integral coefficients and linear combinations. To that end, we introduce a

co-prime modulus m that enables us to compute ring inverses.

rk
∏

1≤i≤k

MODr(Li) =
∑

(j1,...,jk)∈Zkr

er

( ∑
1≤i≤k

(jiLi)

)

Since gcd(m, r) = 1 there exists an inverse (rk)−1 of rk in the ring Zm.

∏
1≤i≤k

MODr(Li) = (rk)−1
∑

(j1,...,jk)∈Zkr

er(
∑

1≤i≤k

(jiLi)) mod m (2.1)

Introduce a group action that partitions Zkr into well-behaved orbits
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For every u ∈ Zr and v = (v1, v2, . . . , vk) ∈ Zkr , define u·v = (uv1, uv2, . . . , uvk), where

the operation uvi is in Zr.3 We define the binary relation ≡ on Zkr such that for any

x, y ∈ Zkr , x ≡ y if and only if y ∈ Z∗r ·x, where Z∗r stands for the multiplicative group

of integers modulo r. This is an equivalence relation on Zkr , since Z∗r is a group under

multiplication. Then, ≡ partitions Zkr into many4 equivalence classes. These are also

called the orbits of the group action. Let us denote each of the equivalence classes

by Sl = Z∗r · (al,1, . . . , al,k). Regarding explicitness, in our construction each Sl can be

computed by enumeration in time rO(k).

Then,

∑
(j1,...,jk)∈Zkr

er(
∑

1≤i≤k

(jiLi)) =
∑
l

∑
(j1,...,jk)∈Sl

er(
∑

1≤i≤k

(jiLi))

Sum inside each orbit

The following is a very important property regarding how the exponential sums be-

have inside each equivalence class (i.e. inside each orbit of our group action).

Fix an arbitrary equivalence class Sl = Z∗r · (al,1, al,2, . . . , al,k):

Let gcd(al,1, al,2, . . . , al,k, r) = c.

Let a′l,i = al,i/c, r
′ = r/c and thus gcd(a′l,1, a

′
l,2, . . . , a

′
l,k, r

′) = 1. Hence,

Sl = Z∗r · (al,1, al,2, . . . , al,k) = Z∗r · c(a′l,1, a′l,2, . . . , a′l,k) = (cZ∗r) · (a′l,1, a′l,2, . . . , a′l,k)

where cZ∗r = c{t
∣∣ gcd(t, r) = 1} = {t

∣∣ gcd(t, r) = c}. Since gcd(a′l,1, a
′
l,2, . . . , a

′
l,k, r

′) =

1, for any x, y ∈ cZ∗r, x · (a′l,1, a′l,2, . . . , a′l,k) = y · (a′l,1, a′l,2, . . . , a′l,k) if and only if x = y.

3Intuition: The partitioning of interest are the orbits of this group action, which are just “lines”.
The benefit in restricting the summation inside each such “line” is that when MOD is written using
an exponential sum, then it becomes a sum of primitive roots over a scaled “line”.

4These are less than rk. The exact number can be computed by Burnside’s Lemma; cf. [Lan02].
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∑
(j1,...,jk)∈Sl

er(
∑

1≤i≤k

(jiLi)) =
∑

gcd(t,r)=c, 0≤t<r

er(
∑

1≤i≤k

t · a′l,i · Li)

=
∑

gcd(t′,r′)=1, 0≤t′<r′
er(
∑

1≤i≤k

t′c · a′l,i · Li) (t′ = t/c)

This sum is over {gcd(t′, r′) = 1, 0 ≤ t′ < r′} and thus it can be computed by

inclusion-exclusion. We can first sum all of the terms corresponding to 0 ≤ t′ < r′

together. Then, subtract the sums of the terms corresponding to the t′s divisible by

a prime divisors p of r′. Then, add the terms corresponding to t′s divisible by two

distinct prime divisor pi and pj of r′, and so on. This inclusion-exclusion calculation

is greatly simplified using the Mobius function.

Mobius function is defined µ : Z→ {−1, 0, 1} as follows.

i. µ(x) = 0, if there exists prime q such that q2|x.

ii. µ(x) = (−1)s, if there is no square-of-a-prime dividing x. Thus, x =
∏

1≤i≤s qi,

where qi are the s-many distinct prime divisors of x.

One observes that
∑

d|n µ(d) = 1 if n = 1 and
∑

d|n µ(d) = 0 otherwise.
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Using these properties we bound the exponential sum inside the fixed Sl.

∑
(j1,...,jk)∈Sl

er(
∑

1≤i≤k

(jiLi)) =
∑

gcd(t,r)=c, 0≤t<r

er(
∑

1≤i≤k

t · a′l,i · Li)

=
∑

gcd(t′,r′)=1, 0≤t′<r′
er(
∑

1≤i≤k

t′c · a′l,i · Li) (t′ = t/c)

=
∑

gcd(t′,r′)=1, 0≤t′<r′
er′(

∑
1≤i≤k

t′ · a′l,i · Li)

=
∑

0≤t′<r′

∑
d| gcd(t′,r′)

µ(d)er′(
∑

1≤i≤k

t′ · a′l,i · Li)

(
∑

d| gcd(t′,r′)

µ(d) = 1 if gcd(t′, r′) = 1 and 0 otherwise)

=
∑

0≤t′<r′

∑
d|t′,d|r′

µ(d)er′(
∑

1≤i≤k

t′ · a′l,i · Li)

=
∑
d|r′

µ(d)
∑

d|t′,0≤t′<r′
er′(

∑
1≤i≤k

t′ · a′l,i · Li)

=
∑
d|r′

µ(d)
∑

0≤t′′<r′/d

er′(
∑

1≤i≤k

t′′d · a′l,i · Li) (t′′ = t′/d)

=
∑
d|r′

µ(d)
∑

0≤t′′<r′/d

er′/d(
∑

1≤i≤k

t′′ · a′l,i · Li)

=
∑
d|r′

µ(d) · r
′

d
MOD r′

d
(
∑

1≤i≤k

a′l,i · Li)

=
∑
d|r′

µ(d) · r
′

d
MODr(

∑
1≤i≤k

d · al,i · Li)

=
∑

d| r
gcd(al,1,al,2,...,al,k,r)

µ(d)r

d · gcd(al,1, al,2, . . . , al,k, r)
MODr(

∑
1≤i≤k

d · al,i · Li)

By letting κSl,r := r
gcd(al,1,al,2,...,al,k,r)

we have

∑
(j1,...,jk)∈Sl

er(
∑

1≤i≤k

(jiLi)) =
∑
d|κSl,r

κSl,r
µ(d)

d
MODr(

∑
1≤i≤k

d · al,i · Li) (2.2)
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Put (2.1) and (2.2) together

∏
1≤i≤k

MODr(Li)

= (rk)−1
∑

(j1,...,jk)∈Zkr

er(
∑

1≤i≤k

(jiLi)) mod m

= (rk)−1
∑

Sl=Z∗r ·(al,1,...,al,k)

 ∑
(j1,...,jk)∈Sl

er(jiLi))

 mod m

= (rk)−1
∑

Sl=Z∗r ·(al,1,...,al,k)

∑
d|κSl,r

κSl,r
µ(d)

d
MODr(

∑
1≤i≤k

d · al,i · Li)

 mod m

=
∑

Sl=Z∗r ·(al,1,...,al,k)

∑
d|κSl,r

(
κSl,r

(rk)−1µ(d)

d
mod m

)
︸ ︷︷ ︸

integer

MODr(
∑

1≤i≤k

d · al,i · Li)

 mod m

Remark 2.2.3 (Aside remark). Here are two aside (not used later in this disserta-

tion) remarks.

In depth-reduction we use Lemma 2.2.1 for r = p, for prime p. The Generalized Lin-

earization Lemma (and for general m) is of independent interest. For instance, an

immediate consequence is that an exponential lower bound for MOD6 ◦MOD35 =⇒

exponential lower bound for MOD6 ◦ ANY[o(n)] ◦MOD35.5

Recall that every function can be written as a polynomial with 2O(k) terms and

thus we can obtain the Generalized Linearization Lemma.

Lemma 2.2.4 (Generalized linearization lemma). Given positive integers m, r ∈ Z+,

any Boolean gate with k bit input ANY[k], gcd(m, r) = 1 and k positive integers

L1, . . . , Lk, there exist at most s ≤ rO(k) integral linear combinations L′1, . . . , L
′
s,

i.e. L′i := `i(L1, . . . , Lk) for linear form `i, and integers c1, . . . , cs ∈ {0, 1, 2, . . . ,m−1}

5The generalization of Lemma 2.2.1 was suggested to us by Ryan Williams (personal communica-
tion). Our argument can be modified to work substituting in places with Fourier analytic techniques
for the case of primes (personal communication with Kristoffer Hansen and Ryan Williams).
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such that

ANY[k](MODr(L1),MODr(L2), . . . ,MODr(Lk)) =
∑

1≤i≤s

ciMODr(L
′
i) mod m

The linear combinations L′i and coefficients ci can be computed in time rO(k) (when

each arithmetic operation with the Li’s costs one time step).

2.2.2 Inside a single iteration: using linearization & mod-

amplification

Now, we show how to use the construction of Lemma 2.2.1 and the preprocessing

Lemma 2.1.3 to perform a single step (described in Lemma 2.2.5) of an iterative

construction (described in Lemma 2.2.6). Note that N denotes the number of input

bits to a layer and n the circuit input length.

Lemma 2.2.5 is critically different from the previous depth-reduction technology.

Beigel-Tarui replaces each MODq gate by a Mod-Amplifier. The Mod-Amplifiers are

quite high degree polynomials. Thus, the AND gates, i.e. products of Mod-Amplifiers,

blow up very fast the degree and size [BT94, Tod89, Yao90]. Instead, we first use

Lemma 2.2.1 to remove the AND layer. Although, this causes an even further increase

in size later on we have huge overall gains.

Lemma 2.2.5. For every SYM[δSYM] ◦ AND[δAND] ◦ MODq circuit on N input bits

X = (X1, X2, . . . , XN), where q is a prime number and N > q, there is an explicit con-

struction of a SYM[N2q(δAND+2 log δSYM)] ◦ AND[2(q−1)(δAND+2 log δSYM)] circuit, which com-

putes the same function as the given circuit.

Proof. Since the output of a symmetric gate is only a function of the Hamming weight

of the input, we will assume the given circuit is f

(∑
1≤i≤δSYM

∏
1≤j≤δAND

MODq(li,j(X))

)
.

Here, the function f : {0, 1, . . . , δSYM} → {0, 1} corresponds to the SYM gate of the

top layer;
∏

1≤j≤δAND
corresponds to the next AND layer; MODq(li,j) corresponds to

the third MODq layer, where li,j are integral linear functions on X, i.e. from {0, 1}N

to Z (equivalently, li,j(X) is the inner product of X with an integral vector).
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The “steps” below correspond to the steps of the algorithm realizing the construc-

tion.

Step 1 Remove the AND gates using Lemma 2.2.1.

To apply Lemma 2.2.1 we take the mod m of the output of the AND ◦MODq

circuit. Thus, we first modify the given symmetric function by adding a mod-layer

and keeping the value unchanged.

Pick the smallest integer s′ such that s′ > δSYM and (s′, q) = 1. Then,

f

( ∑
1≤i≤δSYM

∏
1≤j≤δAND

MODq(li,j(X))

)
= f

(( ∑
1≤i≤δSYM

∏
1≤j≤δAND

MODq(li,j(X))

)
mod s′

)

Then, by Lemma 2.2.1

∑
1≤i≤δSYM

∏
1≤j≤δAND

MODq(li,j(X)) mod s′ =
∑

1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,jMODq(l
′
i,j(X)) mod s′

where ci,j are integer coefficients between 0 and s′, and l′ are linear combinations of

l.

Then,

f

( ∑
1≤i≤δSYM

∏
1≤j≤δAND

MODq(li,j(X))

)
= f

( ∑
1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,jMODq(l
′
i,j(X)) mod s′

)

Define a symmetric f ′ as f ′(Y ) = f(Y mod s′) and thus

f

( ∑
1≤i≤δSYM

∏
1≤j≤δAND

MODq(li,j(X)) mod s′

)
= f ′

( ∑
1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,jMODq(l
′
i,j(X))

)

Step 2 Use Mod-Amplifiers to remove the MODq layer.

By Fermat’s little theorem, MODq(l(X)) = (1 − l(X)q−1) mod q. Thus, we can

replace each MODq gate by a low degree polynomial over Fq. Then, we “link” these

polynomials on Fq with the symmetric gate on top by amplifying the moduli through
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Lemma 2.1.3. Choose integer k =

⌈
log

(
δSYM · s′ · q

δAND−1
q−1

)/
log q

⌉
≤ (δAND +

2 log δSYM). Then, qk >
∑

1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,j. Then,

f ′

( ∑
1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,jMODq(l
′
i,j(X))

)

=f ′

( ∑
1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,j((1− (l′i,j(X))q−1) mod q)

)
(by Fermat’s little theorem)

=f ′

( ∑
1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,j(MPk(1− (l′i,j(X))q−1) mod qk)

)
(using Mod-Amplifiers)

=f ′

(
(
∑

1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,j(MPk(1− (l′i,j(X))q−1) mod qk)) mod qk

)

(since qk >
∑

1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,j)

=f ′

(( ∑
1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,jMPk(1− (l′i,j(X))q−1)

)
mod qk

)

Let us denote by P (X) =
∑

1≤i≤δSYM

∑
1≤j≤ q

δAND−1
q−1

ci,jMPk(1−(l′i,j(X))q−1). Then,

the original circuit becomes f ′(P (X) mod qk), deg(P ) ≤ deg(MPk) · (q − 1) ≤

2k(q − 1) ≤ 2(q − 1)(δAND + 2 log δSYM).

Step 3 Represent the formula as a SYM ◦ AND circuit.

It is easy to see that P is a polynomial with integer coefficients. Since deg(P ) ≤

2(q−1)(δAND+2 log δSYM), we will assume P (X) =
∑

A⊆{1,2,...,N},|A|≤2(q−1)(δAND+2 log δSYM) bA
∏

i∈AXi,

where the coefficients bA are all integers. Let the integers b′A be the mod qk remain-
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ders of bA, and thus 0 ≤ b′A < qk. Then,

f ′(P (x) mod qk) =f ′

( ∑
A⊆{1,2,...,N}

|A|≤2(q−1)(δAND+2 log δSYM)

bA
∏
i∈A

Xi mod qk

)

=f ′

( ∑
A⊆{1,2,...,N}

|A|≤2(q−1)(δAND+2 log δSYM)

b′A
∏
i∈A

Xi mod qk

)

=f ′

( ∑
A⊆{1,2,...,N}

|A|≤2(q−1)(δAND+2 log δSYM)

∑
1≤j≤b′A

∏
i∈A

Xi mod qk

)

Now, the original function can be represented as a circuit whose top layer is a

symmetric gate

f ′((
∑

A⊆{1,2,...,N},|A|≤2(q−1)(δAND+2 log δSYM)

∑
1≤j≤b′A

YA,j) mod qk) and the next AND

layer is
∏

i∈AXi. The fan-in of the symmetric gate is at most qk·N2(q−1)(δAND+2 log δSYM) ≤

N2q(δAND+2 log δSYM), and the fan-in of an AND gate is at most 2(q−1)(δAND+2 log δSYM).

2.2.3 From single to multiple iterations

We conclude by applying Lemma 2.2.5 in each iterative step of our depth-reduction.

Theorem 2.2.6 (Theorem 1.2.5 on page 12 formally stated.). There is an explicit

construction such that for every input length n of an arbitrary ACCm circuit of

depth d and size s, this construction outputs a depth 2 circuit SYM ◦ AND of size

2(m log s)O(∆(m)d)

where the fan-in of each AND gate is (m log s)O(∆(m)d), where ∆(m) is

the number of distinct prime divisors of m. More precisely, if the size of the circuit

is 2logk n, then the size of the output circuit is 2(m logk n)10∆(m)d
.

Proof. Given an ACCm circuit, we first use Lemma 2.1.1 to construct a SYM ◦ACC

circuit with depth 2∆(m) · d size 2m
3 log3 s AND gate fan-in m2 log2 s, where ∆(m)

is the number of distinct prime divisors of m. Recall that each layer has only one

type of gate: AND or MODq, where q is a prime divisor of m. We do the depth-

reduction inductively from top to bottom (input level) and reduce the whole circuit
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into a SYM
[2(m log s)10∆(m)·d

]
◦AND[(m log s)10∆(m)·d] circuit. Denote by δSYM,i the fan-in of

the symmetric gate we get from reducing the first i layers, δAND,i is the biggest AND

gate fan-in.

The top layer of the circuit is a SYM gate (in fact, a “majority” gate), therefore

the given circuit is of the form SYM ◦ AND. Then, δSYM,1 ≤ 2(m log s)1·5
, δAND,1 ≤

(m log s)1·5

Suppose we have already reduced the first i layers into a SYM ◦ AND circuit.

Then, δSYM,i ≤ 2(m log s)i·5 , δAND,i ≤ (m log s)i·5.

For the layer i+ 1:

Case: AND layer. Each gate of the i+1 layer is the AND of some gates from the i+2

layer. Simply replace the each gate of the i+ 1 layer with the products of its inputs.

We can get a SYM ◦ AND circuit with δSYM,i+1 = δSYM,i = 2(m log s)i·5 ≤ 2(m log s)(i+1)·5
,

δAND,i+1 ≤ (m log s)2 · δAND,i ≤ (m log s)(i+1)·5 by the induction hypothesis.

Case: MODq layer. We think of the outputs of all gates in layer i + 2 as inputs to

the first i + 1 layers of the circuit. Then, the “input size” of layer i + 1 is at most

the size of the circuit i.e. 2O((m log s)3). The first 3 layers of the circuit are obtained

by compression, from the induction hypothesis form a SYM ◦ AND ◦MODq circuit.

We use Lemma 2.2.5 to compress. Then, δSYM,i+1 ≤ (2(m log s)3
)2q(δAND,i+2 log δSYM,i) ≤

2(m log s)(i+1)·5
, and δAND,i+1 ≤ 2(q − 1)(δAND,i + 2 log δSYM,i) ≤ (m log s)(i+1)·5 by the

induction hypothesis and Lemma 2.2.5.

Thus, after reducing the depth 2∆(m) · d of the circuit, we get a SYM ◦ AND

circuit with norm at most 2(m log s)10∆(m)·d
and degree at most (m log s)10∆(m)·d.

Thus, we got a 2(m log s)10∆(m)d
size and (m log s)10∆(m)d degree SYM ◦AND circuit

to which is equivalent with the given ACCm circuit. For ACC6, the size and degree

would be 2log20d s and log20d s.
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Chapter 3

Implications of depth reduction

We discuss two implications of the new depth-reduction (See Chapter 2).

Section 3.1 shows a near-exponentially better depth lower bound in Williams’

program. This is a direct implication of the construction. Motivation and previous

work has been discussed in detail in Section 1.3.

The second main implication is non-immediate one and is discussed in Section 3.2.

This is an application of our depth-reduction construction (but not the statement of

Theorem 2.2.6). Motivation and previous work has been explained in Section 1.4.

This is the first super-constant-depth lower bounds in a hybrid model of communi-

cation complexity and circuit complexity. Here, we still use depth-reduction. The

technical obstacle is that we reduce the depth of an exponentially big circuit.

Besides the above two results, there are a number of implications in the realm

of immediate consequence. This includes all previous results that scale with depth-

reduction.

Example of an immediate consequence Following [BT94] (p. 8, Section 6) if

MAJ ∈ ACC(2(logn)O(1)
, o(log n/ log log n)) we conclude that TC0 is computable by

ACC(2(logn)O(1)
, o(log n/ log log n)). This is shown by simply replacing every MAJ

gate in the given TC0 circuit by an ACC(2(logn)O(1)
, o(log n/ log log n)) circuit. Since

ACC(2(logn)O(1)
, o(log n/ log log n)) can be compressed into a sub-exponential size SYM◦

AND circuit, and since a SYM gate can be computed by a depth-2, TC circuit, we
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conclude that TC0 is computable by TC circuits of sub-exponential size and depth 3.

3.1 A new NEXP lower bound

3.1.1 From depth o(log log n) to o(log n/ log log n)

– a new barrier to Williams’ program

Our improved depth-reduction (Theorem 2.2.6) yields a nearly-exponentially better

depth lower bound over the previously best-known one.

Theorem 3.1.1. NEXP 6⊆ ACC(2logk n, o( logn
log logn

)) for every constant k.

In particular, for a fixed m we obtain the following detailed bound.

Corollary 3.1.2. For a fixed modulus m, and constant k, there exists a constant

c(m, k) such that NEXP 6⊆ ACCm(2logk n, c(m,k) logn
log logn

)

Note, that the above lower bound pushes Williams’ program to the NC1 barrier.

This has already been explained in detail in Section 1.3.3.

Proof outline of Theorem 3.1.1. Our depth-reduction algorithm can compress every

ACC circuit of depth o(log n/ log log n) to a sub-exponential depth-2 circuit.

Corollary 3.1.3 (from Theorem 2.2.6). Given an arbitrary 2(logn)O(1)
-size and o(log n/ log log n)-

depth ACC circuit, there is an explicit construction of an equivalent 2o(n)-size SYM ◦

AND circuit.

Now, we state two theorems from [Wil11] that enable us to conclude Theo-

rem 3.1.1.

Theorem 3.1.4 ([Wil11]). Let C be any Boolean circuit class, for which OR[nω(1)] ◦C

can be computed by an equivalent 2o(n) size SYM ◦AND circuit. Then, C-SAT can be

solved in 2n

nω(1) time.

Thus, Corollary 3.1.3 and Theorem 3.1.4 imply a faster than exhaustive search

circuit-SAT algorithm for ACC(2logk n, o( logn
log logn

)) for every integer k.

The following Theorem 3.1.5 suffices to conclude Theorem 3.1.1.
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Figure 3-1: Outline of the proof by Williams
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Theorem 3.1.5 (see [Wil11], Theorem 1.3.1 restated). Let C be any Boolean circuit

class which is closed under composition and contains AC0. If C-SAT has a 2n

nω(1)

running time algorithm, then NEXP 6⊆ C.

3.2 Interactive compression for composites

We show the first interactive compression lower bound for general ACC circuits which

was stated as Theorem 1.4.1 on page 21 and restated and proved as Theorem 3.2.2

on page 43. We begin with the formal description of this model.

3.2.1 Formalization of interactive compression

Let us begin with the definition of an interactive compression game. For background,

examples (e.g. the parity upper bound), and formal definitions cf. [CS12].

Definition 3.2.1. A C-compression game for a function f : {0, 1}n → {0, 1} is a

two-party communication game, where the first party, Alice, is given the entire input

x and is restricted to make decisions computed by C-circuits, while the second party,

Bob, is not given any input and is computationally unbounded. The two parties realize

a C-bounded interactive communication protocol to decide the value of f(x).

Syntactically, a C-bounded protocol consists of a sequence of finite circuits {Cn},

Cn ∈ C that Alice is using to generate her messages. The computationally unbounded

Bob is a function from sequences of messages to messages. Here is the description

of the computation of k-round C-protocol: at the i-th round Alice sends a message

yi ∈ {0, 1}∗ to Bob and if i is not the last round Bob replies with a message zi ∈

{0, 1}∗. The message yi is generated by applying a number of consecutive (and fixed)

C-circuits on < x, z1, z2, . . . , zi−1 >, and zi is generated by applying a number of fixed

Boolean functions on < y1, y2, . . . , yi >. At the end of the k-th round Bob applies a

Boolean function from messages to messages used to decide the value of f .
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The communication cost of the protocol is the maximum number of bits sent by Alice

as a function of n = |x|.

The number of bits sent by Bob is not counted in the communication cost. How-

ever, this number is bounded by the size of C-circuit, since the number of bits that

can be accessed by Alice is bounded by the circuit size.

3.2.2 Our interactive compression lower bound

We prove the following theorem, which is a strengthened version of the NEXP lower

bound of Theorem 3.1.1.

Theorem 3.2.2. The cost of a k-round quasi-poly size, o( logn
log logn

) depth ACC-compression

game for NEXP is at least n
1
k
−ε for every ε > 0.

Proof outline of Theorem 3.2.2

First, we realize the entire interaction as a circuit, replacing the bits sent back from

Bob to Alice with a bounded fan-in arbitrary ANY gate.

After this, we use our depth-reduction construction to compress the circuit. By a

careful analysis of the construction in Theorem 2.2.6, we can show that the same con-

struction compresses an almost exponentially large but “highly imbalanced” circuit.

The details of this strengthened theorem are in the proof of Theorem 3.2.4 below.

This way, we are able to compress this huge but of restricted form circuits and

thus by [Wil14] we have that the depth-reduction implies faster-than-exhaustive-

search #SAT algorithm for the circuit class described in the interactive compression

procedure. This #SAT algorithm implies NEXP lower bounds.

Proof of Theorem 3.2.2

Here is how to represent the interaction as a circuit. Suppose l is the cost of this game.

Lets us denote the computation of the bits sent from Bob to Alice by Boolean gates

g1, g2, . . . , gs, where s = 2logO(1) n since Alice is restricted to make decisions computed

by quasi-poly size ACC-circuits. Then, the fan-in of each gi is at most l. Since we have
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Figure 3-2: Mapping interactive compression protocol to a circuit
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multiple rounds, where the result of the communication in one determines the next

one, the whole computation becomes a circuit ACC ◦ANY ◦ACC ◦ANY · · · ◦ACC.

For a k-round protocol the number of the layers of ANY gates is k and the fan-in of

each ANY gate is at most l. Note that, each of the ANY gates describes the actions

of (unbounded) Bob in the communication protocol.

We further modify this circuit by replacing each ANY gate by an appropriate

MOD2 ◦ MOD3 gadget. It is easy to see (and folklore) that MOD2 ◦ MOD3 can

be used to encode the truth table of any Boolean function; i.e. it is universal. For

completeness we show this in Lemma 3.2.3 below. After this, we have a potentially

very big ACC circuit. The issue is that the above circuit might be too large to

compress (reduce its depth) using Theorem 2.2.6. After Lemma 3.2.3 we will explain

how to deal with this issue.

Lemma 3.2.3. Every ANY gate (Boolean function) of fan-in l can be represented

by a MOD2 ◦MOD3 circuit of size O(3m). The coefficients can be computed in time

3O(m) if you have access to the ANY gate(say, as an oracle)

Proof. Suppose f : {0, 1}m → {0, 1} is the function for the ANY gate.

We begin by representing f as a MOD2◦AND circuit. Since {
∏

i,yi=1 xi
∏

i,yi=0(1−

xi)
∣∣ y ∈ {0, 1}l} is the standard basis (not to be confused with the Fourier basis) of all

of the Boolean functions defined on {0, 1}l, we have that f(x) =
∑

y∈{0,1}m f(y)
∏

i,yi=1 xi
∏

i,yi=0(1−
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xi). Then,

f(x) = MOD2(1 + f(x))

= MOD2(1 +
∑

y∈{0,1}l
f(y)

∏
i,yi=1

xi
∏
i,yi=0

(1− xi))

= MOD2(
∑

y∈{0,1}l
f(y)

∏
i,yi=1

xi
∏
i,yi=0

(1 + xi))

= MOD2(
∑

y∈{0,1}l
f(y)

∑
z≥y,z∈{0,1}l

∏
i,zi=1

xi)

= MOD2(
∑

z∈{0,1}l
(

∑
y∈{0,1}m,y≤z

f(y))
∏
i,zi=1

xi)

= MOD2(
∑

z∈{0,1}l
(

∑
y∈{0,1}m,y≤z

f(y) mod 2)
∏
i,zi=1

xi)

Now, we replace the inner layer
∏

with AND gates and get a MOD2◦AND circuit.

We conclude by representing it as a MOD2 ◦MOD3 circuit using Lemma 2.2.1.

Since xi = MOD3(1 + 2xi) we have the following.

f(x) = MOD2(
∑

z∈{0,1}l
(

∑
y∈{0,1}l,y≤z

f(y) mod 2)ANDi,zi=1xi)

= MOD2(
∑

z∈{0,1}l
(

∑
y∈{0,1}l,y≤z

f(y) mod 2)ANDi,zi=1MOD3(1 + 2xi))

By Lemma 2.2.1 we remove the AND layer and complete the proof.

As mentioned above, we shall now show how to do depth-reduction on the resulting

circuit of size 2O(l). It is too big for invoking Theorem 2.2.6 but we also observe that

the resulting circuit is quite restricted. In particular, it is highly imbalanced, i.e. the

width of each layer (the number of gates at a layer) is still very small, except the layers

generated by representing the ANY gates. We introduce the following strengthened

analysis of our depth-reduction, tailored for these restricted circuits.

Theorem 3.2.4. Fix integer m ∈ Z+, a SYM ◦ ACCm circuit of depth d, with

AND gate fan-in ≤ s′, and width, i.e. number of gates of layer i, wi with wi > m.
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Furthermore, in this circuit each layer either consists of : AND gates or exclusively

of MODq gates, where q is a prime divisor of m. Then, there exists an explicitly

constructed equivalent circuit SYM ◦AND circuit of size ≤ 2s
′d∏

1≤i≤d logwi, and AND

gate fan-in at most s′d
∏

1≤i≤d logwi.

Remark 3.2.5. The only difference with Theorem 2.2.6 is in the calculation of the

circuit size and AND gates fan-in in each iteration of the construction. In the proof

of Theorem 2.2.6, we use the circuit size to bound the width, i.e. the number of gates

of each layer. This is necessary for arbitrary ACC circuits. However, the circuits

constructed using Lemma 3.2.3 to replace the ANY gates are special. The gates of

this kind of circuit populate only several layers generated by ANY gates.

Proof. We proceed inductively from top to bottom. The whole circuit will be com-

pressed into a SYM
[2
s′d

∏
1≤i≤d logwi ]

◦ AND[s′d
∏

1≤i≤d logwi] circuit. Denote by normi the

fan-in of the symmetric gate we get from compressing the first i layers, degi is the

biggest AND gate fan-in.

The top layer of the circuit is a SYM gate, which is already a SYM◦AND circuit.

norm1 = w1 ≤ 2s
′·logw1 , deg1 = 1 ≤ s′ · logw1

Suppose that we have already compressed the first i layers into a SYM ◦ AND

circuit. normi ≤ 2s
′i∏

1≤j≤i logwj , degi ≤ s′i
∏

1≤j≤i logwj.

For the layer i+ 1:

Case: AND layer. Each gate of the i+ 1 layer yt is the AND of some z from the i+ 2

layer. Then, we replace y with the products of z. We can get a SYM ◦ AND circuit

with normi+1 = normi = 2s
′i∏

1≤j≤i logwj ≤ 2s
′i+1

∏
1≤j≤i+1 logwj , degi+1 ≤ s′i · degi ≤

s′i+1
∏

1≤j≤i+1 logwj by the induction hypothesis.

Case: MODq layer. We can think of the outputs of all the gates of layer i+ 2 are the

inputs of the first i+1 layers of the circuit. Then the “input size” of layer i+1 is wi+1.

We can use Lemma 2.2.5 to compress the SYM◦AND circuit produced from the induc-

tion hypothesis and the layer i+ 1 together. The normi+1 ≤ (wi+1)2q(degi +2 log normi) ≤

2s
′i+1

∏
1≤j≤i+1 logwj , and degi+1 ≤ 2(q − 1)(degi +2 log normi) ≤ s′i+1

∏
1≤j≤i+1 logwj

by the induction hypothesis and Lemma 2.2.5.
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In the end, after reducing the depth d, we get a SYM ◦AND circuit with norm at

most 2s
′d∏

1≤i≤d logwi and degree at most s′d
∏

1≤i≤d logwi.

Putting together Lemma 3.2.3 and Theorem 3.2.4 obtains a construction that

compresses an ACC circuit with one layer of small fan-in ANY gates.

Theorem 3.2.6. Given a size s, depth d, ACCm or SYM ◦ ACCm circuit with k

layer of ANY gates with fan-in at most l, there exists an explicit construction of an

equivalent SYM
[2lk logO(d) s]

◦ AND[lk logO(d) s] circuit.

Proof. The proof of this theorem follows closely the proof of Theorem 2.2.6, thus we

are only outlining it here.

By using Lemma 2.1.1 and Remark 2.1.2 we reduce the AND gate fan-in. This

way we obtain a SYM ◦ ACCm circuit with k-many ANY-layers. The depth of this

circuit is O(d) and its size is quasi-polynomial. Each gate of this circuit is one of the

following: (i) MODq gates, where q is a prime divisor of m, (ii) AND gate, where

the fan-in of the gate is at most quasi-polynomial, (iii) ANY gate from the original

circuit with fan-in at most l.

Then, using Lemma 3.2.3 we represent the ANY gates layer. Notice that the input

size of each layer remains unchanged (still quasi-polynomial), but the MOD2 gates

in the layer that replaced the ANY gate can have fan-in as big as 2O(l).

Thus, we have obtained a circuit with the following properties:

i. The depth of the circuit is O(d).

ii. The “width” i.e. the number of gates of the ith layers is wi = 2logO(1) s except k

special layers, where wi = 2O(l).

iii. The fan-in of every AND gate in the circuit is logO(1) s.

iv. Each MOD gate of the circuit is a MODq gate, where q is a prime divisor of m

or a MOD2 or MOD3 gates. (there may be more than one type of MODq’s inside

the same circuit).

v. The circuit is layered, i.e. each layer contains gates of the same type.
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We conclude by directly using Lemma 3.2.4 to do the depth-reduction. Since the

“input size” of the ith layers is wi = 2logO(1) s except k special layers, where wi = 2O(l),

the size of the output circuit will be 2logO(d) s
∏

1≤i≤d logwi = 2l
k logO(d) s and AND gate

fan-in at most logO(d) s
∏

1≤i≤d logwi = lk logO(d) s

Using the above depth-reduction construction and by following the same argument

of [Wil14], we obtain a #SAT algorithm for the circuit class corresponding to the

ACC-compression game.

Corollary 3.2.7. Let Cinter be the circuit class Cinter = ACC◦ANY[l]◦ACC◦ANY[l]◦

· · · ◦ ACC, with k-many layers of ANY gates, l ≤ n
1
k
−ε, the circuit size is 2(logn)O(1)

size, and the depth is o( logn
log logn

). Then, #Cinter-SAT can be solved in 2n−logc n time for

any constant c.

Together with the following theorem from [Wil14]

Theorem 3.2.8 ( [Wil14]). Let C be any Boolean circuit class which closed under

AND, i.e. C1 ∈ C and C2 ∈ C implies C1 ∧ C2 ∈ C, and contains AC0.For any

constant c, if #C-SAT has a 2n−logc n running time algorithm, then NEXP 6⊆ C.

we conclude that NEXP 6⊆ Cinter, which in turn implies Theorem 3.2.2.
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Chapter 4

Limits of the correlation method

We prove a 2−O( n
d(n)) lower bound on the correlation of MODm ◦ANDd(n) and MODr,

where m, r are positive integers. This is the first non-trivial lower bound on the

correlation of such functions for arbitrary m, r. Motivation and detailed comparison

with previous work has been discussed in Section 1.2.2

Section 4.1 outlines our technique. Section 4.2 lists the relevant preexisting tools

together with the necessary additional notation. Finally, in Section 4.3 we state the

technical result and give its proof.

4.1 Our technique

Our goal is to lower bound the correlation between MODr and any circuit Csimple

with a single layer of MODm. We prove this in two steps. In the first step we

obtain a correlation upper bound but for more complicated circuits Cmulti-layer, which

in particular includes circuits with two MOD layers. This correlation upper bound

implies a circuit size lower bound for Cmulti-layer. In the second step we do a reduction

to obtain the lower bound on the correlation of a specific Csimple and MODr.

There is considerable success in using correlation upper bounds in obtaining circuit

lower bounds. In our argument we need to lower bound the size of circuits of the

form MAJ◦ANY[o(n)] ◦AND◦MODr ◦AND[d(n)], for which no previous lower bounds

were known.
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4.2 Additional notations and prerequisites for our

correlation bound

Most of the notation we used in this chapter is introduced in Section 1.2.2 and 2.1.

Now, let us state an observation we made, which is repeatedly used later on.

Observation 4.2.1 (sub-additivity). Let functions f1, f2 : {0, 1}n → C and let g be a

Boolean function. Then, Corr(f1+f2, g) ≤ Corr(f1, g)+Corr(f2, g) and Corr(c·f, g) =

|c| · Corr(f, g), for constant c ∈ C.

The main tool for proving MAJ ◦ ANY circuit lower bounds is the following

lemma [HMP+87]. In fact, this lemma applies not only to MAJ but to any threshold

gate.

Lemma 4.2.2 (discriminator lemma [HMP+87], Lemma 1.2.6 restated). Let T be a

circuit consisting of a majority gate over sub-circuits C1, C2, . . . , Cs each taking n-bit

inputs. Let f be the function computed by this circuit. If Corr(Ci(x), f(x)) ≤ ε for

each i = 1, . . . , s, then s ≥ 1/ε.

We use the above lemma together with elementary analytic techniques. The ana-

lytic machinery is explicit in the statement of the following Lemma 4.2.3 .

Lemma 4.2.3 (see [GRS05]). For any m, q, k ∈ Z+, if (m, q) = 1, P is a polynomial

function with integer coefficients, deg(P ) = O(1), and x ∈ {0, 1}n, then

Corr(em(P (x)),MODq(||x||1) ≤ 2−Ω(n)

We represent functions f : {0, 1}n → {0, 1} as f(x) =
∑

S⊆{1,2,...,n} αS
∏

xi∈S xi.

This representation is unique since the functions {
∏

i∈S xi|S ⊆ {1, 2, . . . , n}} form a

function basis1 for {0, 1}n → C. These basis functions are not to be confused with the

Fourier basis, which consists of the characters written multiplicatively ({−1, 1}n →
1Since

∏
i∈S xi

∏
i/∈s(1−xi) are easily shown to be orthogonal and the dimension of the function

space is 2n.
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{−1, 1}). We also introduce the definition of norm(f) :=
∑

S |αS|, which is particu-

larly useful for our purposes.

4.3 Our correlation result: statements and proofs

Our main results are Theorem 4.3.1, which states the circuit lower bound, and The-

orem 4.3.2, which states the correlation lower bound. Note that Theorem 4.3.1 is

used to show Theorem 4.3.2.

To simplify expression we represent a family of functions {gm}m by one g ∈ {gm}m.

Theorem 4.3.1. Let n be the input length to circuits and degg = o(n). Fix arbitrary

g : {0, 1}degg → {0, 1} and m, q ∈ Z+, where (m, q) = 1. If a MAJ ◦ g ◦ AND ◦

MODm ◦ AND[O(1)] circuit computes MODq, then the fan-in of the MAJ gate on the

top is 2Ω(n).

Theorem 4.3.2. For every d ∈ Z+ and every m, q ∈ Z+, (m, q) = 1 there exists a

degree d polynomial P such that Corr(MODm(P (x)),MODq(||x||1)) ≥ 2−O(nd ).

4.3.1 Proof of Theorem 4.3.1: via a correlation upper bound

First, the sub-additive properties of correlation (Observation 4.2.1) yield the following

lemma.

Lemma 4.3.3 (bounded correlation amplifier). For every d,m, q ∈ Z+, (m, q) = 1

and every g : {0, 1}degg → {0, 1} and polynomial functions Pi(x), x ∈ {0, 1}n, whose

degrees are deg(Pi(x)) ≤ d we have

Corr(g(MODm(P1(x)),MODm(P2(x)), . . . ,MODm(Pdegg(x))),MODq(||x||1))

≤ norm(g) · max
P (x)∈Z[x],deg(P )≤d

(Corr(em(P (x)),MODq(||x||1)))

In particular, for Pi(x) = O(1) we have

Corr(g(MODm(P1(x)),MODm(P2(x)), . . . ,MODm(Pdegg(x))),MODq(||x||1)) ≤ norm(g)·2−Ω(n)
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Proof. Let yi = MODm(Pi(x)) and y = (y1, y2, . . . , ydegg) the input to g. Now, let

g(y) =
∑

S⊆{1,...,degg}
αS
∏

i∈S yi. Therefore we have the following.

Corr(g(MODm(P1(x)),MODm(P2(x)),MODm(P3(x)), . . . ,MODm(Pdegg(x))),MODq(||x||1))

= Corr(g(y),MODq(||x||1))

= Corr(
∑

S⊆{1,...,degg}

αS
∏
i∈S

yi,MODq(||x||1))

≤
∑

S⊆{1,...,degg}

|αS|Corr(
∏
i∈S

yi,MODq(||x||1)) (by Observation 4.2.1)

=
∑

S⊆{1,...,degg}

|αS|Corr(
∏
i∈S

MODm(Pi(x)),MODq(||x||1))

=
∑

S⊆{1,...,degg}

|αS|Corr(
∏
i∈S

(
1

m

∑
0≤j≤m−1

em(j · Pi(x))),MODq(||x||1))

=
∑

S⊆{1,...,degg}

|αS|Corr(
1

m|S|

∑
i1...i|S|∈S

0≤ji1 ...ji|S|<m

em(ji1 · Pi1(x) + · · ·+ ji|S| · Pi|S|(x))),MODq(||x||1))

≤
∑

S⊆{1,...,degg}

|αS|
1

m|S|

∑
i1...i|S|∈S

0≤ji1 ...ji|S|<m

Corr(em(ji1 · Pi1(x) + · · ·+ ji|S| · Pi|S|(x))),MODq(||x||1))

(by Observation 4.2.1)

≤
∑

S⊆{1,...,degg}

|αS| · max
P (x)∈Z[x]

deg(P )≤d

(Corr(em(P (x)),MODq(||x||1)))

(because deg(ji1 · Pi1(x) + · · ·+ ji|S| · Pi|S|(x)) ≤ d)

= norm(g) · max
P (x)∈Z[x]

deg(P )≤d

(Corr(em(P (x)),MODq(||x||1)))

The second part of the statement follows by Lemma 4.2.3.

The above lemma shows the relation between correlation bounds and norm bounds.

Now, we show a norm bound, which together with Lemma 4.3.3 concludes Theo-

rem 4.3.5 below.

Lemma 4.3.4. For every g : {0, 1}degg → {0, 1} we have norm(g) ≤ 3degg .
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Proof. We proceed by induction on degg. If degg = 0 then g = 0 or g = 1, that is

norm(g) = 0 or 1. Suppose the predicate holds for degg ≤ k. For degg = k + 1 let

the polynomial representation of g be g(x1, x2, . . . , xk+1) = P1(x1, x2, . . . , xk) + xk+1 ·

P2(x1, , . . . , xk), i.e. g|xk+1=0 = P1, g|xk+1=1 = P1 + P2. Then, P1 = g|xk+1=0 and P2 =

g|xk+1=1 − g|xk+1=0. Since g|xk+1=1 and g|xk+1=0 are Boolean function on k variables,

by the induction hypotehsis we have norm(g|xk+1=1) ≤ 3k and norm(g|xk+1=0) ≤ 3k.

Then, norm(g) = norm(g|xk+1=0 + xk+1 · (g|xk+1=1 − g|xk+1=0)) ≤ 3 · 3k = 3k+1.

Theorem 4.3.5. Fix arbitrary g : {0, 1}degg → {0, 1} where degg = o(n) and (m, q) =

1. Then, the correlation between g ◦MODm ◦ AND[O(1)] circuit and MODq(||x||1) is

2−Ω(n).

Proof. By Lemma 4.3.4 we have norm(g) ≤ 2Ω(degg) = 2o(n), and thus the above

observation yields norm(g ◦ AND) ≤ norm(g) ≤ 2o(n). Finally, by Lemma 4.3.3 we

have that

Corr(g ◦MODm ◦ AND[O(1)],MODq(||x||1)) ≤ norm(g) · 2−Ω(n) ≤ 2−Ω(n).

We strengthen this theorem by observing that norm(g ◦ AND) ≤ norm(g), which

holds true since
∏

1≤i≤k xi is simply a monomial on x. Thus, Theorem 4.3.5 is

strengthened for circuits of the form g◦AND◦MODm◦AND[O(1)], and by Lemma 4.2.2

we immediately conclude the proof of Theorem 4.3.1.

4.3.2 Proof of Theorem 4.3.2: the correlation lower bound

We stated the lower bound of Theorem 4.3.1 in the most general form we could obtain

(since it is also of independent interest). Now, we give the proof of Theorem 4.3.2,

where we only need to show how to write MODq as a ANY ◦MODm ◦AND[d] circuit,

for a function ANY = g that we determine later.

Here is the main tool used to obtain Theorem 4.3.2.

Theorem 4.3.6. For every d ∈ Z+ and m, q ∈ Z+, (m, q) = 1 there exists a degree d

polynomial P , such that Corr(em(P (x)),MODq(||x||1)) ≥ 2−O(nd ).
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Proof. Let Md be such that for every d ∈ Z+ and m, q ∈ Z+, (m, q) = 1 we have

max
P (x)∈Z[x],deg(P )≤d

(Corr(em(P (x)),MODq(||x||1)) = Md

Split {x1, x2, . . . , xn} into n/d subsets Si = {xid+1, xid+2, . . . , x(i+1)d} for i =

1, 2, . . . , n/d, where for simplicity we assume d
∣∣n. Now, use log q bits (all loga-

rithms are of base 2) to encode the value of each (
∑

j∈Si xj) mod q. Thus, using

n log q
d

bits denoted by b1,1, b1,2, . . . , b1,log q, b2,1, . . . , bn
d
,log q we can compute MOD(||x||1).

We define g such that MODq(||x||1) = g(b1,1, b1,2, . . . , b1,log q, b21 , . . . , bnd ,log q). Since

MODm(1 − y) = y for any y ∈ {0, 1} we have MODq(||x||1) = g(MODm(1 −

b1,1),MODm(1 − b1,2), . . . ,MODm(1 − bn
d
,log q)). Since bi,j is a function on variables

{xid+1, xid+2, . . . , x(i+1)d}, we can represent 1− bi,j as a polynomial Pi,j on d variables

and hence deg(Pi,j) ≤ d. Thus,

MODq(||x||1) = g(MODm(P1,1),MODm(P1,2), . . . ,MODm(Pn
d
,log q))

which we use to obtain the following.

Corr(MOD(||x||1),MOD(||x||1))

= Corr(g(MODm(P1,1),MODm(P1,2), . . . ,MODm(Pn
d
,log q)),MOD(||x||1))

≤ norm(g)Md ≤ 2Ω(n
d

)Md (by Lemma 4.3.4 – different parameters than in Theorem 4.3.5)

On the other hand, by the definition of correlation we have that

Corr(MOD(||x||1),MOD(||x||1)) = 1

Thus, 1 ≤ 2Ω(n
d

)Md that implies Md ≥ 2−O(n
d

).

Since em(X) is a linear combination of MOD(X),MOD(X − 1), . . . ,MOD(X −

m+ 1) we conclude Theorem 4.3.2.
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Proof of Theorem 4.3.2. Let P ′ be a polynomial of degree at most d such that

Corr(em(P ′(x)),MODq(||x||1)) ≥ 2−O(nd )

. Since em(P ′(x)) =
∑

0≤i<m em(i)MOD(P ′(x) − i), by Observation 4.2.1 we have

1

2
O(nd )

≤ Corr(em(P ′(x)),MODq(||x||1)) ≤
∑

0≤i<m Corr(MOD(P ′(x)−i),MOD(||x||1)).

Then, there exists 0 ≤ i < m such that Corr(MODm(P ′(X)− i),MODq(||x||1)) ≥
2
−O(nd )
m

= 2−O(nd ).
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